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Abstract

What follows is a collection of (attempted) solutions to some of the past
prelim problems in preparation for Part I (the Metamathematics part) of the
prelims in the Group in Logic at UC Berkeley. The scope of these prelim prob-
lems includes model theory, recursion theory, and incompleteness results. Al-
though most of the material is covered in the Math 225 series at Berkeley, some
of the material goes beyond what is taught in those courses. For references,
see the following recommendations:

(i) Model Theory: Hodges [2], Marker [4]

(ii) Recursion Theory: Rogers [5], Soare [6]

(iii) Arithmetic: Kaye [3] (and for fun, Boolos [1])

Text in green mark hyperlinks to other problems in the document, usually
followed by a page number in case you’re reading this on paper. The header
is always hyperlinked to the beginning of the section. Text in blue are side re-
marks about the current solutions. Text in red is math mode. I’ve included the
problem statements, for completeness, but have taken the liberty of rewording
things here and there.

I cannot guarantee that these solutions are 100% accurate, and they are
currently incomplete. The date on this page is the date of the most recent
update. If you find errors, if you have solutions to problems that don’t have on
here, or if you have an alternative solution, please let me know!1

1 Many thanks to Russell Buehler, Alex Kruckman, Adam Leśnikowski, Lisha Li, and Michael
Wan for their suggestions, corrections, and insight in working through these problems. Also, many
thanks to Tom Scanlon and John Steel for their guidance and hints.
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Notes on Notation

Model Theory: If A, B,M, etc. are models, then their respective domains are A,
B, M, etc.. The diagram of A is denoted “Diag pAq”, the elementary diagram
“ElDiag pAq”.

When building Ehrenfeucht-Mostowski models, I follow Hodges [2] and
call the linear order used to build the Ehrenfeucht-Mostowski model the
spine of the model. If xI,ăy is the spine of the model, I use “Hull pIq” to
denote the Skolem hull over the order-indiscernibles indexed by I.

Recursion Theory: As usual, “φe” denotes the eth recursive function in some fixed
enumeration. “φepkq Ó” is true when φe on input k eventually converges;
“φepkq Ò” is true when φe on input k diverges. “φe,spkq Ó” is true when φe on
input k converges by stage s of the computation. “We” denotes the domain of
φe, i.e. the eth r.e set in some fixed enumeration, and “We,s” denotes the sth

stage of the construction of We.

If f is a function, then “φ f
e ” denotes the eth f -recursive function, i.e. the eth

function that’s recursive relative to oracle f . If A is a set, then “φA
e ” denotes

the eth A-recursive function. Similarly for “W f
e ” and “WA

e ”.

In the context of recursion theory, if A is a set, then “Apnq” means “n P A”,
and “ Apnq” means “n R A”. The characteristic function of A, χA, is defined as
follows:

χApnq “

#

1 if Apnq
0 if  Apnq

We let “A” denote the complement of A (relative to N), so “Apnq” is the same
as “ Apnq”.

The following is a list of sets (and their complexity) that appear:

(Σ0
1) K B te | φepeq Óu “ te | Wepequ

(Σ0
2) Fin B te | |We| ă ℵ0 u

(Π0
2) Inf B te | |We| “ ℵ0 u

(Π0
2) Tot B te | @x φepxq Óu “ te | We “ Nu

(Σ0
3) Cof B te | We is cofiniteu “ te | |N´We| ă ℵ0 u

(Σ0
3) Rec B te | We is recursiveu
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Peano Arithmetic: PA is the theory of Peano arithmetic, Q is the theory of Robin-
son arithmetic (i.e. PA without an induction schema). If n P N, then “n”
denotes the numeral corresponding to n in the language of PA. If ϕ is a for-
mula, then xϕy is the gödel number of ϕ in some standard fixed coding. For
readability, I also use xϕy for the gödel numeral (as opposed to xϕy).

The following is a list of functions, formulae, and sentences (and their
complexity) that appear throughout:

(∆0
1) Seq psq B “s codes a sequence of numbers”

(∆0
1) lh psq B “the length of sequence s”

(∆0
1) PrfT ps, xq B “s codes a proof in T of sentence x”

(Σ0
1) PrvT pxq B Ds PrfT ps, xq

(Π0
1) Con pT q B  PrvT pxKyq

(Σ0
n) SatΣ0

n
px, yq B “x codes a Σ0

n sentence that’s satisfied by y”

Throughout, I simply assume PA is both consistent and pretty smart, with-
out proof.
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June 2013

�WARNING� Since I took the June 2013 prelim, I was required to write
solutions to these problems. And because I’m OCD, some of these answers
are extremely lengthy, esp. problems 2 and 3 (though, to be honest, I didn’t
see any other way. . . ). Earlier prelims will be more representative.

1. (a) Show that there are two disjoint Σ0
2 sets A and B of natural numbers such

that there is no ∆0
2 set C with A Ď C and C X B “ H.

(b) Show that there is no complete Σ0
1-sound T Ě PA such that T is ∆0

2.

d ANSWER (a): Let S be a Σ0
1 set. Define the sets:

A B te | φS
e peq “ 0u

B B te | φS
e peq “ 1u

Suppose C Ě A was ∆0
2 and C X B “ H. Then for some d:

φS
d pxq “

#

1 if x P C
0 if x R C

But now consider whether d P C:

d P C ñ φS
d pdq “ 1 ñ d P B ñ C X B ‰ H ñ K

d R C ñ φS
d pdq “ 0 ñ d P A ñ A Ę C ñ K

Hence, there cannot be such a ∆0
2 set C.2

2 This is basically the proof that are two Σ0
1 recursively-inseparable sets, except with oracles. The

proof generalizes to any Σ0
n for n P ω, mutatis mutandis.
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d ANSWER (b): First, let’s recall some definitions. If T Ě PA and A Ď N,
we say that T weakly represents A with formula αpxq if Apnq ô T $

αpnq. We say T strongly represents A with αpxq if T weakly represents
A with αpxq and in addition  Apnq ô T $  αpnq. It’s a standard result
that PA weakly represents all Σ0

1 sets, and strongly represents all ∆0
1 sets.

Now, let T Ě PA be complete and Σ0
1-sound.

CLAIM (1): T strongly represents every Σ0
1 set with some Σ0

1-
formula.

d PROOF (1): Suppose A is a Σ0
1 set. Since PA weakly represents

A, there is a Σ0
1-formula αpxq such that, for all n P N, Apnq ô

PA $ αpnq. Since PA Ď T , Apnq ñ T $ αpnq. And since T is
Σ0

1-sound, T $ αpnq ñ Apnq. So T weakly represents A with αpxq.
We need to also show:  Apnq ô T $  αpnq

(ð) Suppose T $  αpnq. Since T is consistent, T is Π0
1-sound,

and hence  Apnq.

(ñ) Suppose  Apnq. Since T is complete, either T $ αpnq or
T $  αpnq. If the former, then by Σ0

1-soundness, Apnq would
be true, K. Hence we must have T $  αpnq.

It’s straightforward to check that this implies that T also strongly
represents every Π0

1 set with a Π0
1-formula.

Now, let A and B be Σ0
2 inseparable sets (which exist by part (a)).

Let’s say that:

Apnq ô Dx A1px, nq
Bpnq ô Dx B1px, nq

where A1 and B1 are Π0
1 relations. Let T represent A1 and B1 with the

Π0
1-formulae α and β respectively. Now, define the set:

C B tn | T $ Dx pαpx, nq ^ @z ă x  βpz, nqqu

For brevity, let γpuq B Dx pαpx, uq ^ @z ă x  βpz, uqq, so that we have
C “ tn | T $ γpnqu. Notice that γ is Σ0

2.
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Suppose for reductio that T was ∆0
2. We’ll show that C ∆0

2-separates
A and B, contrary to hypothesis.

C is ∆0
2: Since T was ∆0

2—that is, for any sentence ϕ, we can decide
whether or not T $ ϕ in a ∆0

2 way—C will be as well. X

A Ď C: If n P A, then n R B, since AX B “ H. So @z  βpz, nq, and hence
γpnq, would be true.

CLAIM (2): T weakly represents every Σ0
2 set with some

Σ0
2-formula.

d PROOF (2): Let S be a Σ0
2 set, where S pnq ô Dx Rpx, nq for

some Π0
1 set R. Let T represent R with the Π0

1-formula ρpx, yq.
We’ll show S pnq ô T $ Dx ρpx, nq, which will suffice.

(ñ) Suppose S pnq, i.e. Dx Rpx, nq, is true. Then there is a
k P N such that Rpk, nq. Since T strongly represents R,
T $ ρpk, nq. Hence, T $ Dx ρpx, nq.

(ð) Suppose T $ Dx ρpx, nq, and suppose for reductio that
 S pnq. Then @x  Rpx, nq is true, i.e. for each k P N,
 Rpk, nq. Since T strongly represents R, T $  ρpk, nq
for each k P N. But then T is ω-inconsistent, which
can’t be since T is Σ0

1-sound, K.a

a The (ð) direction is unnecessary for this problem, but I’ve provided
a proof anyway.

So by (ñ), T $ γpnq, i.e. n P C. X

BXC “ H: Suppose n P B. Then Dx B1px, nq is true. So there is a least
k P N such that B1pk, nq is true. Since this is Π0

1, T $ βpk, nq. And
since AXB “ H, @z ă k  αpz, nq. This is Σ0

1, so T $ @z ă k  αpz, nq.
Hence, T $ Dx pβpx, nq ^ @z ă x  αpz, nqq. This sentence entails
 γpnq, so T $  γpnq. Since T is consistent, n R C. X

Hence, C would separate A and B if T were ∆0
2, K.3

3 This proof mimics the proof that Q is essentially undecidable.
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2. Show that there is an A such that H ăT A ăT K.

Note: I present two different proofs. Both proceed by proving that there
are two Turing-incomparable sets (that is, two sets A and B such that A ­ďT B
and B ­ďT A). Neither can be Turing-complete, so if A and B are r.e, then this
suffices. The first proof is easier, but it alone doesn’t guarantee these sets are
r.e. The second one is harder, but does ensure they’re r.e.

d ANSWER (KLEENE-POST): We will proceed by constructing χA and
χB in stages so that that χA “

Ť

i fi and χB “
Ť

i gi. At the end of the
construction, we want the following requirements to be met for all e:

Requirement R2e: φ
χA
e ‰ χB

Requirement R2e`1: φ
χB
e ‰ χA

Notice that our oracles are characteristic functions, not sets. This means
that if φ f

e pnq Ó by stage s, then for any g Ě f , φg
epnq Ó“ φ

f
e pnq by stage s

as well. This is crucial for Case 1 below.

Stage ´1: Set f´1 “ g´1 “ H.

Stage 2e: We will ensure that R2e is satisfied. There are two cases to
consider.

Case 1: There is a k R dom pg2e´1q and a u Ě f2e´1 such that φu
epkq Ó.

Then pick such a u and set f2e “ u. Now pick an i P t0, 1u such
that φ f2e

e pkq ‰ i, and set g2e “ g2e´1 Y txk, iyu.
Case 2: Otherwise. Then just set f2e “ f2e´1 and g2e “ g2e´1.

Stage 2e` 1: We will ensure that R2e`1 is satisfied. There are two cases
to consider.

Case 1: There is a k R dom p f2eq and a u Ě g2e such that φu
epkq Ó.

Then pick such a u and set g2e`1 “ u. Now pick an i P t0, 1u
such that φg2e`1

e pkq ‰ i, and set f2e`1 “ f2e Y txk, iyu.
Case 2: Otherwise. Then just set f2e`1 “ f2e and g2e`1 “ g2e.

At the end of the construction, we’re guaranteed that each Re is satis-
fied. So set χA “

Ť

i fi and χB
Ť

i gi. Suppose, for example, A ďT B.
Then φ

χB
d “ χA for some d. But R2d`1 ensured this isn’t the case, K.

Similarly for B ďT A. Hence, neither A nor B are Turing-reducible to
the other.
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d ANSWER (FRIEDBERG-MUCHNIK): The following proof uses a priority
argument (see Rogers [5, chp. 10.2]).

The Idea

We will construct two r.e sets A, B in stages so that A “
Ť

s As and
B “

Ť

s Bs, where As is what we’ve constructed of set A by stage s, and
similarly for Bs. Throughout the construction, we will ensure that each
of the following requirements is satisfied eventually for each e:

Requirement R2e: There is a number n2e such that either φB
e pn2eq Ò or

we have that φB
e pn2eq “ 0 ô n2e P A.

Requirement R2e`1: There is a number n2e`1 such that either
φA

e pn2e`1q Ò or we have that φA
e pn2e`1q “ 0 ô n2e`1 P B.

The idea is that these requirements will guarantee that any function us-
ing B as an oracle will fail to be the characteristic function of A at some
point (and vice versa). Suppose each Rd is satisfied by our construction,
and suppose for reductio that A ďT B. That means that there is an e
such that φB

e “ χA. But then by R2e, for some n2e, we must have one of
two cases:

(i) φB
e pn2eq Ò: Since χA is total, φB

e ‰ χA, K.

(ii) φB
e pn2eq “ 0 ô n2e P A: Since n2e P A ô χApn2eq “ 1, we’ll have that
φB

e pn2eq “ 0 ô χApn2eq “ 1 ô χApn2eq ‰ 0, so again φB
e ‰ χA, K.

Hence, there cannot be such an e, and thus A ­ďT B. By similar rea-
soning, B ­ďT A. Thus, it suffices to present a construction of two r.e
(nonrecursive) sets A and B in which each Ri is eventually satisfied.

The Construction

To help us in this construction, we introduce a set of “movable mark-
ers” m0,m1,m2, . . ., which may be associated with numbers at any given
stage, and can be reassociated from stage to stage. If md is a marker,
we’ll let “md,s” denote the number that md is associated with at stage s.
The goal is to ensure that, at the end of the construction, md is associ-
ated with a number that witnesses Rd.
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During the construction of A and B, we may find that, at some pre-
vious stage s, we ensured that md,s is a witness to Rd, but at some later
stage t, we need to move that marker md to another number md,t in
order to satisfy a different requirement Rc, thus losing our original wit-
ness to Rd. Thus, sometimes, the satisfaction of different requirements
will come into conflict. To resolve this issue, we will give priority to the
requirement with the smallest index. While this may mess up the sat-
isfaction of requirements with higher indices, we’ll show that this only
happens at most finitely often. Thus, we’ll ensure that each movable
marker eventually comes to a permanent halt, which will guarantee
that the requirement it’s associated with is satisfied for the rest of the
construction.

To help us keep track of which numbers are in A and B, we’ll use
signs, `A, `B, ´A, ´B. At any stage s, As will be the set of numbers with
a `A sign by stage s (similarly for Bs and `B). We’ll then set A “

Ť

s As

and B “
Ť

s Bs. Minuses are mostly for bookkeeping. A number with
´A means it’s temporarily not in A; but a ´A may at some later point be
changed to a `A, if for instance that number is needed as a witness to
a requirement of higher priority than the requirement that gave it the
´A (similarly with ´B). Note: Signs are associated with numbers, not
with their corresponding markers. Remember: md is a marker, while
md,s is a number.

Finally, for brevity, we’ll introduce some definitions. A number is
unmarked if no marker is associated with it; otherwise it’s marked. A
number is S -unsigned if it both lacks a `S and lacks a ´S ; otherwise
it is S -signed. Similarly, we’ll use the terms S -positive, S -negative,
S -nonpositive, etc. as one would expect. Finally, we’ll say a number
is free in S if it is unmarked and neither it nor any number after it is
S -signed.

We now give the details of the construction. At each stage, we must
(i) assign new markers to numbers, (ii) add signs in order to fulfill some
new requirement, if possible, and (iii) reassign markers accordingly.
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Stage 0: Set A0 “ B0 “ H. No markers are associated with any
numbers yet.

Stage s ` 1: Suppose we’ve completed stage s. Thus, As and Bs are
defined, and the markers m0, . . . ,ms´1 are exactly the markers assigned
to numbers (i.e. m0,s, . . . ,ms´1,s are defined, but not mi,s for i ě s). There
are two cases regarding what to do at stage s` 1.

Case s “ 2e: First, set ms,s to be the first number free in A after ms´2,s.
Next, search for a d ď e such that:

(i) φBs
d,epm2d,sq Ó“ 0, and

(ii) m2d,s is A-nonpositive

If there is no such d, set mi,s`1 “ mi,s for all i ď s, and go to the
next stage. Otherwise, pick the least such d, and give m2d,s the sign
`A. In addition, give the sign ´B to each B-nonpositive number
used in the computation of φBs

d,epm2d,sq. Finally, reassociate markers
as follows. For all i ď 2d, set mi,s`1 “ mi,s (i.e. don’t move them).
For all i such that d ď i ă e (if there are any), set m2i`1,s`1 to be the
first e ´ d numbers that are free in B (in increasing order). Don’t
move any of the even-indexed markers.

Case s “ 2e` 1: First, set ms,s to be the first number free in B after
ms´2,s. Next, search for a d ď e such that:

(i) φAs
d,epm2d`1,sq Ó“ 0, and

(ii) m2d`1,s is B-nonpositive

If there is no such d, set mi,s`1 “ mi,s for all i ď s, and go to the
next stage. Otherwise, pick the least such d, and give m2d`1,s the
sign `B. In addition, give the sign ´A to each A-nonpositive num-
ber used in the computation of φAs

d,epm2d`1,sq. Finally, reassociate
markers as follows. For all i ď 2d ` 1, set mi,s`1 “ mi,s (i.e. don’t
move them). For all i such that d ă i ď e (if there are any), set
m2i,s`1 to be the first e´d numbers that are free in A (in increasing
order). Don’t move any of the odd-indexed markers.

Note: The choice of d ď i ă e in the even case and d ă i ď e in the
odd case is simply to ensure that the index of the markers we move is
above the index of the chosen marker.
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Proof of Success

Let movpdq be the maximum number of moves that marker md could
possibly make throughout the construction. Then:

(a) movp0q “ 0

(b) movp1q “ 1

(c) For d ą 1, movpdq “ movpd ´ 1q ` movpd ´ 2q ` 1

Note that if we pick a least d satisfying the requirements, then we
only move markers with indices strictly above d. Hence, (a) and (b) are
easy to verify. We can verify (c) by induction, but I won’t do that here.

Now suppose md has permanently stopped moving by stage s. Say
WLOG that d “ 2e, and suppose that md,s has a `A at stage s if it ever
will. If there is a `A, that means we found that φBs

e,spmd,sq “ 0. Let
b1, . . . , bn be the numbers in Bs that were used in the computation of
φBs

e,spmd,sq. So by construction, b1, . . . , bn all have the sign ´B.
The worry is that, at some point, one of the bi’s might be given the

sign`B at some later stage t; in which case φB
e,spmd,sq could disagree with

φBs
e,spmd,sq, since their respective oracles could give different answers to

“Do you have bi?”. So we need to make sure that φB
e,spmd,sq doesn’t

disagree with φBs
e,spmd,sq about whether each bi is in the oracle (i.e. we

need to ensure that their computations are the same on input md,s).
Suppose, for reductio, that bi is given the sign `B at a later stage t,

and let’s say bi “ mk,t (where k is odd). If k ă d, then md would be
moved at stage t, contrary to hypothesis. So k ą d. But then at stage s,
mk was placed after all the ´B signs at stage s; so mk could never have
been placed on bi after s, K. Hence, if md has stopped moving, then no
bi could ever obtain a `B, and so φBs

e,spmd,sq “ φB
e,spmd,sq “ φB

e pmd,sq.
Hence, if md,s does have a `A sign, that means φBs

e pmdq “ φB
e pmdq “

0, satisfying Rd. If md,s doesn’t have a `A sign, it means φB
e pmdq Ò or

φB
e pmdq Ó‰ 0, in which case Rd is still satisfied by md,s. Hence, since each

marker eventually stops moving, each Rd will be satisfied eventually.
Furthermore, the process is clearly r.e.4

4 It’s not recursive, since md may not move movpdq times, or φS
d pmdq may be undefined un-

benownst to the computer.
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3. Let T be a theory of xZ,ăy.

(a) Show that T is finitely axiomatizable.

(b) Show that T has a prime model.

(c) Show that T has a countable saturated model.

d ANSWER (a): Let U be the theory of discrete linear orders without
endpoints. U is finitely axiomatizable, and clearly U Ď T . We’ll show
that T Ď U, and hence T “ U. We’ll do this by showing that U is
complete (see Marker [4, p. 56–57]).

CLAIM (1): The models of U are isomorphic to models of the
form xLˆ Z,ăy, where L ‰ H is a linear order,a and where ă is
interpreted lexicographically.

a The linear order L doesn’t have to be a discrete linear order itself. Any ol’
linear order will do.

d PROOF (1): Clearly, A – xLˆ Z,ăy ñ A ( U. To show the
converse, letA ( U, and let „ be an equivalence relation overA
such that a „ b iff a is only a finite distance away from b. Each
„-equivalence class ~a� is isomorphic to xZ,ăy. So it suffices to
show that the „-equivalence classes are linearly ordered. Define
the relation ! between „-equivalence classes such that d ! e iff
for all a P d and b P e, a ă b.

Reflexivity: Clearly ~a� 3 ~a�. X

Asymmetry: Suppose ~a� ! ~b�. Then for every a1 P ~a� and
every b1 P ~b�, a1 ă b1. But since ă is a linear order, b1 ­ă a1,
and hence ~b� 3 ~a�. X

Transitivity: Suppose ~a� ! ~b� and ~b� ! ~c�. Let a1 P ~a� and
c1 P ~c�. Then a1 ă b1 for b1 P ~b�. Since b1 ă c1, a1 ă c1.
Since a1 and c1 were arbitrary, ~a� ! ~c�. X

Hence, ! is a linear order, and so A – xLˆ Z,ăy.

13



June 2013

CLAIM (2): For every A ( U, A ” xZ,ăy.

d PROOF (2): LetAB xLˆ Z,ăy, and letMB xZ,ăy. Let |a´ b|
denote the distance between a and b (where |a´ b| “ 8 if a and
b are on different Z-chains).

We’ll show that D (player II) has a winning strategy for the
back and forth game GnpA,Mq for each n P ω. The worry in any
given n-game with @ (player I) is that if @ chooses two elements
from A in different Z-chains, then he has infinitely many elements
between them to choose from, whereas regardless of which ele-
ments from Z that D replies with, she’ll only have finitely many
to choose from. In such a scenario, @ could drive D into a corner
until she runs out of options to choose from.

To ensure she avoids “being cornered”, D will have to make
sure that her choice of elements are spread out enough so that if
@ does decide to try and corner her, D will always have a way to
respond, at least until the game ends.

This can be achieved if, for all k ď n, the following require-
ment is satisfied after round k:

Rk: If a1 ă ¨ ¨ ¨ ă ak are the elements from A that have been
played, and m1 ă ¨ ¨ ¨ ă mk are the elements that have been
played from M (“ Z), then for all i ď k, either

(i) both |ai`1 ´ ai| ą 3n´k and |mi`1 ´ mi| ą 3n´k, or
(ii) |ai`1 ´ ai| “ |mi`1 ´ mi| ď 3n´k.

Note: I don’t think it will work if the base is 2, but it should
work for base 3 or higher.

Suppose Rk is satisfied after round k, and k ă n. Then if two
elements from A, say ai and ai`1 are on different Z-chains, then
there’s still 3n´k ě 3 many elements between mi and mi`1, so @
can pick any of the elements between ai and ai`1 and D will at
least be able to respond. If k “ n, then we’ll have a sequence
a1 ă ¨ ¨ ¨ ă an mapped to m1 ă ¨ ¨ ¨ ă mn, so our map will be a
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partial embedding. So it suffices to show how these conditions
can be satisfied.

We proceed by induction. On round 1, it doesn’t matter which
elements the players choose. On round 2, if @ chooses an ele-
ment whose distance from the element picked in round 1 is no
more than 3n´2 elements away, then D can respond by picking an
element the same distance away (in the same direction). Other-
wise, D can respond by picking an element exactly 3n´2 away (in
the same direction).

Now, suppose we’ve ensured each Rk is satisfied for some k ă
n. Let a1 ă ¨ ¨ ¨ ă ak be the elements from A that have been
played, and m1 ă ¨ ¨ ¨ ă mk be the elements from Z that have
been played. So by the inductive hypothesis, for 1 ď i ď k, either
|ai`1 ´ ai| ą 3n´k ă |mi`1 ´ mi| or |ai`1 ´ ai| “ |mi`1 ´ mi| ď 3n´k.

First, let’s suppose @ chooses a new element a P A to play. If
a ă a1, and if |a1 ´ a| is finite, D can play m “ m1 ´ |a´ a1| to
satsify Rk`1. If instead |a1 ´ a| is infinite, D can play m “ m1 ´ 3n

to satisfy Rk`1. Similarly if a ą ak.
If instead, for some i ă k, ai ă a ă ai`1, then there are two

cases to consider:

Case 1: |ai`1 ´ ai| ď 3n´k. By inductive hypothesis, |mi`1 ´ mi| “

|ai`1 ´ ai|. So then D can play m “ mi ` |a´ ai|, which satis-
fies Rk`1. X

Case 2: |ai`1 ´ ai| ą 3n´k. By inductive hypothesis, |mi`1 ´ mi| ą

3n´k as well. There are three subcases to consider, depending
on how far away a is placed with respect to ai and ai`1.

Subcase i: |a´ ai| ď 3n´pk`1q. Then |ai`1 ´ a| ą 3n´pk`1q. But
since |mi`1 ´ mi| ą 3n´k, D can play m “ mi`|a´ ai|. This
will put |m´ mi| “ |a´ ai| ď 3n´pk`1q and |mi`1 ´ m| ą
3n´pk`1q, so Rk`1 is satisfied. X

15
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Subcase ii: |ai`1 ´ a| ď 3n´pk`1q. The strategy is similar to
the above, except now m “ mi`1 ´ |ai`1 ´ a|. X

Subcase iii: |a´ ai| ă 3n´pk`1q and |ai`1 ´ a| ą 3n´pk`1q.
Since |mi`1 ´ mi| ą 3n´k, split the regions into thirds,
each of size at least 3n´pk`1q “ 3n´k´1. Then if D places
m somewhere in the middle region, |m´ mi| ą 3n´pk`1q

and |mi`1 ´ m| ą 3n´pk`1q. So again, Rk`1 is satisfied. X

If @ instead chose an element m P Z to play, then it’s only easier
for D to choose elements, since she may have infinitely options
instead (but she can follow the same basic strategy). Thus, we’ve
shown how D can win GnpA,Mq, building a partial embedding
with ai ÞÑ mi. Hence, A ”M.

Hence, U is complete, so U “ T .

d ANSWER (b): By Claim (2) above, xZ,ăy can be elementarily embed-
ded into any model of T via this elementary chain method.

16
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d ANSWER (c): Let Lnpx, yq be the formula which says, “There are at
least n-things between x and y (with x ă y),” and let Mnpx, yq say, “There
are at most n-things between x and y (with x ă y).” Define:

Σ` B tϕpxq | ϕ is atomicu Y tLnpx, yq,Mnpx, yq | n P ωu
Σ´ B t ϕpxq | ϕ is atomicu Y t Lnpx, yq, Mnpx, yq | n P ωu
Σ B Σ` Y Σ´

CLAIM: Σ is an elimination set for T .

It will suffice to check that Dy
Źn

i“1 ψipx, yq, where ψi P Σ, is equiva-
lent modulo T to a boolean combination of formulae from Σ. But note
that, WLOG, we may assume that ψi doesn’t have the form:

• “y “ xk”: otherwise, just replace every instance of y with xk and
remove the existential quantifier. Then we’re done.

• “xk ă x j” or “ pxk ă x jq”: otherwise, we may pull this formula
outside the scope of the existential quantifier, and deal with the
reduced existential instead.

• “xk ‰ y”: otherwise, we may replace this formula with
“ppxk ă yq _ py ă xkqq,” and then use distributivity to pull the dis-
junction outside the scope of the existential quantifier. Then we
can deal with the reduced existential instead.

• “ Lnpxk, yq” or “ Lnpy, xkq”: in the first case, we may replace this
formula with “ppy “ xkq _ py ă xkq _ Mn´1pxk, yqq,” and then use
distributivity to pull the disjunction outside the scope of the ex-
istential quantifier. Similarly for the second case.

• “ Mnpxk, yq” or “ Mnpy, xkq”: in the first case, we may replace this
formula with “ppy “ xkq _ py ă xkq _ Ln`1pxk, yqq,” and then use dis-
tributivity to pull the disjunction outside the scope of the existen-
tial quantifier. Similarly for the second case.

17
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d PROOF: Given the above, it suffices to check formulae of
this form (I assume that the indicies are appropriately bounded
below, and that the kc, ld, . . . are also appropriately indexed; it
would be messy to write out in full detail):

Dy

˜

ľ

a

pxa ă yq ^
ľ

b

py ă xbq ^
ľ

c

Lkcpxc, yq^

ľ

d

Lldpy, xdq ^
ľ

e

Mnepxe, yq ^
ľ

f

Mm f py, x f q

¸

Assuming that none of these big conjuncts inside the existential
quantifier is empty, we may replace the above formula with the
following formula:

ľ

a,b

pxa ă xbq ^
ľ

a,d

Lld`1pxa, xdq ^
ľ

a,e

pxe ă xa Ñ Mne´1pxe, xaqq^

ľ

a, f

L1pxa, x f q ^
ľ

b,c

Lkc`1pxc, xbq ^
ľ

b,e

L1pxe, xbq^

ľ

b, f

pxb ă x f Ñ Mm f´1pxb, x f qq ^
ľ

c,d

Lkc`ld`1pxc, xdq^

ľ

c,e
kcăne

pxe ă xc Ñ Mkc´ne´1pxe, xcqq ^
ľ

c,e
neăkc

Lkc´ne´1pxc, xeq^

ľ

c, f

Lkc`1pxc, x f q ^
ľ

d,e

Lld`1pxe, xdq^

ľ

d, f
ldăm f

pxd ă x f Ñ Mm f´ld´1pxd, x f qq ^
ľ

d, f
m făld

Lld´m f´1px f , xdq^

ľ

e, f

rL1pxe, x f q ^ Mne`m f`1pxe, x f qs

If any of these are empty, you’ll need to remove the appropriate
conjuncts.
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Consider, now, the structure A B xQˆ Z,ăy. We claim that A is a
countably saturated model of T . To show this, it suffices to show that
A realizes every 1-type over finite parameters. Let X Ď A be finite, and
WLOG assume b1 ă ¨ ¨ ¨ ă bn completely lists X.

Since Σ is an elimination set, any formula of the form ϕpx, biq is
equivalent to some boolean combination of:

• x ă bi

• x ą bi

• x “ bi

• Lnpx, biq for n P ω

• Lnpbi, xq for n P ω

• Mnpx, biq for n P ω

• Mnpbi, xq for n P ω

Hence, the only complete 1-types over X are those which are (con-
sistent with T and the fact that b1 ă ¨ ¨ ¨ ă bn and) completions of:

Case i: tx “ biu for some 1 ď i ď n. A realizes this trivially. X

Case ii: tLnpx, biq,Mnpx, biqu for some n P ω and some 1 ď i ď n. Since
bi is on a copy of Z,A realizes this by the unique pn`1qth elemment
before bi. X

Case iii: tLnpbi, xq,Mnpbi, xqu for some n P ω and some 1 ď i ď n.
Since bi is on a copy of Z, A realizes this by the unique pn ` 1qth

elemment after bi. X

Case iv: tLnpx, b1q | n P ωu. A realizes this with any element of in a
Z-chain strictly before b1’s Z-chain. X

Case v: tLnpbn, xq | n P ωu. A realizes this with any element of in a Z-
chain strictly after bn’s Z-chain. X

Case vi: tLnpbi, xq, Lnpx, bi`1q | n P ωu for some 1 ď i ă n. Since Q is
dense, between any two Z-chains in A, there will be another Z-
chain, so A realizes this with any element in a Z-chain between
bi’s and bi`1’s Z-chain. X

Hence, A realizes every 1-type over X, so A is countably saturated
(since of course, Qˆ Z is countable).
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4. Let f : NÑ N be a total recursive function. Show that there is a formula ϕpxq
in the language of PA such that:

(i) PA $ ϕpnq for each n P N, and

(ii) for all n, f pnq ă gpnq, where gpnq is the least gödel number of a proof of
ϕpnq in PA.

d ANSWER: We start with a proof for a modified Fixed Point Lemma for
formulae:

CLAIM (1): For any formula ψpx, yq in LPA, there is an formula
ϕpxq in LPA such that for each n P N, PA $ ϕpnq Ø ψpn, xϕpnqyq.

d PROOF (1): Define the (primitive) recursive functions:

sub2pv, nq “

#

xθpn, yqy if v “ xθpx, yqy
0 otherwise

sub1pv, nq “

#

xθpnqy if v “ xθpxqy
0 otherwise

Since these functions are recursive, PA strongly represents these
functions, with say the ∆0

1-formulae sub˚2pv, n, uq and sub˚1pv, n, uq
respectively. Now, define:

αpx, vq B Du Dw psub˚2pv, x, uq ^ sub˚1pu, v,wq ^ ψpx,wqq

Finally, define ϕpxq B αpx, xαpv1, v2qyq. Then:

PA $ ϕpnq Ø αpn, xαyq

Ø Du Dw rsub˚2pxαy, n, uq ^ sub˚1pu, xαy,wq ^ ψpn,wqs
Ø Dw rsub˚1pxαpn, v2qy, xαy,wq ^ ψpn,wqs
Ø ψpn, xαpn, xαyqyq

Ø ψpn, xϕpnqyq

where xαy “ xαpv1, v2qy.
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Now, since f is recursive, PA can weakly represent the graph of f
with a Σ0

1-formula, say G f px, yq. The goal, then, is to devise a formula
ψpx, vq which says “The sentence coded by v is not provable in a proof
whose gödel number is less than or equal to f pxq”. Then, by the modi-
fied Fixed Point Lemma above, we can construct a sentence which says
“I am not provable in a proof of size less than or equal to f pnq”.

We let this formula be:

ψpx, vq B Dy Ds rG f px, yq ^ s ą y^ @t ă s PrfPA pt, vqs

By Claim (1), there is a formula ϕpxq where PA $ ϕpnq Ø ψpn, xϕpnqyq.
Furthermore, notice that ψpx, vq is Σ0

1, and so ϕpxq is as well.

CLAIM (2): For each n P N, PA $ ϕpnq.

d PROOF (2): Suppose PA & ϕpnq for some n. Then certainly,
ϕpnq is not provable in a proof of size less than or equal to f pnq.
Hence, ϕpnq is true. But since ϕpnq is Σ0

1, and since PA proves all
true Σ0

1, PA $ ϕpnq, K.

Since PA is Σ0
1-sound, and since PA $ ϕpnq for each n P N, it follows

that each ϕpnq must be true, i.e. they’re provable but not in a proof of
size less than or equal to f pnq. Hence, f pnq ă gpnq for all n.

5. (a) Show that a P M is definable iff for every elementary extension N ěM,
and every automorphism σ : N Ñ N, σ fixes a, i.e. σpaq “ a.

(b) Show by example (with proof) that it may happen that a is not definable
but every automorphism σ : M Ñ M fixes a.

d ANSWER (a):

(ñ) Suppose a P M is definable by ϕpxq. Let N ě M. Thus,
N ( @x pϕpxq Ø x “ aq. Then if σ : N Ñ N is an automor-
phism, we have that N ( @x pϕpxq Ø x “ σpaqq, in which case
N ( @x px “ a Ø x “ σpaqq, i.e. σpaq “ a.
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(ð) Suppose a P M is not definable. Let:

T B ElDiag pMq Y ta ‰ cu Y tϕpcq |M ( ϕpaqu

where a is a constant from ElDiag pMq, and c is a new constant.

CLAIM: T is finitely satisfiable.

d PROOF: Suppose that some finite subset T0 Ď T is not
satisfiable. Then for some ϕ1pcq, . . . , ϕnpcq P T0, we have that
ElDiag pMq $

Źn
i“1 ϕipcq Ñ a “ c. Since c doesn’t occur

in ElDiag pMq, ElDiag pMq $ @x p
Źn

i“1 ϕipxq Ñ x “ aq. But
then by construction,

Źn
i“1 ϕipxq would define a, since we

haveM ( @x px “ a Ñ
Źn

i“1 ϕipxqq, K.

Thus, by Compactness, T is satisfiable. Let N ( T . Then by
construction, M ď N . Furthermore, there is a cN “ b P N where
b ‰ a satisfies the same type as a. Hence (by Marker [4, Lemma
4.1.5, p. 117]), there is an elementary extension of N (and hence
of M) such that there is an automorphism of this extension σ
satisfying σpaq “ b.

d ANSWER (b): Note: There are many examples of these kinds of
structures. I have provided several examples for illustration.

• Let L “ tci | i P ωu. Consider a model M in which every object
is named by a distinct constant except for one lonely element, a.
Then the only things you can say in this model are what things
are or are not named by this or that constant. And since formulae
are finite, and since there are infinitely many constants, a won’t
be definable. But automorphisms must preserve the assignment of
constants, and henceM only has the trivial automorphism.

• Let L “ tău. Consider xω1,ăy. Recall there are no non-trivial au-
tomorphisms of any ordinal (otherwise, well-ordering would guar-
antee that for any non-trivial automorphism σ, there’s a least α for
which σpαq ‰ α. σpαq can’t be below α, since for β ă α, σpβq “ β.
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So σpαq ą α. But σ must preserve the order, so σ can’t send any-
thing to β for α ă β ă σpαq, which means σ isn’t surjective, K).
Furthermore, since there are only countably-many formulae and
uncountably-many elements in ω1, it follows that there must be
undefinable elements.

• Let L “ t0, 1,`, ¨u. Consider R as our model. We can define:

– Subtraction: x´ y B ιzpz` y “ xq.
– Negative: ´x B ιzpx` z “ 0q.
– Order: x ă y B Du Dv pu ‰ 0^ u “ v ¨ v^ py´ xq “ uq
– Rationals: if q “ m{n P Q, where m, n P Z, then q B ιzpn ¨ z “

mq (where ˘k B ˘p1` ¨ ¨ ¨ ` 1q, k-times).

By part (a) and the above, every automorphism of R must fix Q.
Automorphisms must also preserve the ordering, since they pre-
serve all formulae. Hence, if r P R, and σprq “ r` ε (for instance),
then the rationals between r and r`ε have to be moved above r in
order to preserve the order; but σ must also fix them, K. Hence,
R has no non-trivial automorphism.

However, by part (a), if we can find an elementary extension
of R with non-trivial automorphisms, then R will have some un-
definable elements. In fact, C will do, since we can have automor-
phisms which don’t fix transcendentals.

6. Let E B te P ω | We “ tx P ω | Dy P ω py` y “ xquu. Compute the position of
E in the arithmetic hierarchy.

d ANSWER: E is the index set for the even numbers. Hence:

e P E ô We “ tn P ω | n is evenu
ô @n pn P We Ø n is evenq
ô @n pn P We Ø Dm ă n pm` m “ nqq
“ @n pΣ0

1 Ø ∆
0
1q

“ Π0
2
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To show that E is Π0
2-hard, we’ll show that Tot ďm E. Let:

f pe, xq “

#

1 if φepx{2q Ó where x is even
Ò otherwise

This function is recursive, so by s-m-n, there is a total recursive spxq
such that f pe, xq “ φspeqpxq. So then:

e P Tot ñ @x pφepxq Óq ñ @x p f pe, 2xq Óq ñ @x pφspeqp2xq Óq ñ speq P E
e R Tot ñ Dx pφepxq Òq ñ Dx p f pe, 2xq Òq ñ Dx pφep2xq Òq ñ speq R E

Hence e P Tot iff speq P E, which completes the reduction.

7. Show that for any complete theory T having infinite models, there is a model
M ( T and a descending chain of elementary submodels Mα ( T (where
α P ω`1) so thatM “M0 ąM1 ąM2 ą ¨ ¨ ¨ ąMω “

Ş8

i“0Mi andM –Mα

for all α P ω` 1.

d ANSWER: Let T˚ be the Skolemization of T , and take M to be the
Ehrenfeucht-Mostowski model whose spine is Q Y t`8,´8u. Define
A1q to be Hull ptcr | |r| ď |q|uq. Consider the chain of models whereM0

BM,Mi B A
1

1`1{i for 0 ă i ă ω, andMω B
Ş

iMi. We need to check
the following:

• For each α P ω` 1,Mα ( T . EachMα is the Skolem hull of some
subset of M0. Since T˚ has Skolem functions, it has a universal ax-
iomatization, and universally axiomatized theories are preserved
from superstructures to substructures. Hence,Mα ( T . X

• For each i, j P ω ` 1, where i ă j, Mi ą M j. Suppose i ‰ 0.
Then create an elementary embedding f j,i : M j Ñ Mi as follows.
First, have f j,i pc0q “ c0. Next, have f j,i pc˘p1`1{ jqq “ c˘p1`1{iq. Fi-
nally, if n{p1 ` 1{ jq “ m, then have f j,i pcnq “ cm¨p1`1{iq. The density
r´p1` 1{iq, p1` 1{iqs ensures we will be able to find a match for
any cn with n P r´p1` 1{ jq, p1` 1{ jqs.

For i “ 0, j ą 1, we can compose maps, so we just need to
consider i “ 0, j “ 1. As before, have f1,0 pc˘2q “ c˘8, and have
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f1,0 pc0q “ c0. For everything else in between, simply scale n appro-
priately. The density of r´8,`8s ensures we’ll always be able to
find a match for cn with n P r´2, 2s. X

• For each α P ω ` 1, M – Mα. An isomorphism on linear orders
induces an isomorphism on the structures with those linear orders
as spines. Since any closed interval can be put into isomorphsim
with QY t˘8u, we get thatM –Mα for α P ω` 1. X

8. Let L be a language having at least one constant symbol. Let T be a consis-
tent L-theory which is universally axiomatized. Prove that the following two
conditions are equivalent:

AP: T has the amalgamation property: For any three models M,A,B ( T ,
with M Ď A,B, there is a model D ( T and embeddings f : A Ñ D,
g : B Ñ D, such that f æ M “ g æ M.

QFI: T satisfies quantifier-free interpolation, i.e. for any (disjoint) x, y, z, and
quantifier-free formulae ϕpx, yq and ψpy, zq, if T $ ϕpx, yq Ñ ψpy, zq, then
there is a quantifier-free formula θpyq so that T $ ϕpx, yq Ñ θpyq and
T $ θpyq Ñ ψpy, zq.5

d ANSWER (AP ñ QFI): Suppose T $ ϕpx, yq Ñ ψpy, zq, where ϕpx, yq
and ψpx, yq are quantifier-free. If T $  ϕpx, yq, then θ “ K will suffice.
Similarly, if T $ ψpy, zq, then θ “ J will suffice. So assume T &  ϕpx, yq
and T & ψpy, zq. Let a, b, c all be new constants added to the language,
and consider the theory:

Γ B T Y
 

ϕpa, bq
(

Y

"

 θpbq
ˇ

ˇ

ˇ

ˇ

θ is quantifier-free and
T $ θpbq Ñ ψpb, cq

*

Since T is universally axiomatized, T will prove that a negated instanti-
ation of one of these axioms implies anything, and this negated instan-
tiation will be quantifier-free, so the rightmost set is nonempty.

Suppose Γ is not satisfiable. That means for some θ1pyq, . . . , θnpyq (all
quantifier-free), we have T $

Źn
i“1 θipbq Ñ  ϕpa, bq, i.e. we have

5 “T $ σpvq” is short for “T $ @v σpvq”, where σpvq is a formula
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T $ ϕpa, bq Ñ
Žn

i“1 θipbq. But we already have T $ θipbq Ñ ψpb, cq for
1 ď i ď n, and thus T $

Žn
i“1 θipbq Ñ ψpb, cq. Hence,

Žn
i“1 θipyq can be

our quantifer-free interpolant. So it suffices to show that:

CLAIM: Γ is unsatisfiable.

d PROOF: Suppose for reductio that Γ is satisfiable. Let N ( Γ.
ConsiderM B

@

b
D

N
and A B

@

a, b
D

N
. First, noteM Ď A Ď N .

Next, since T is universally axiomatized, T is preserved going
into substructures, soM,A ( T . Furthermore,A ( ϕpa, bq, since
we had N ( ϕpa, bq and since ϕpx, yq is quantifier-free. Finally,
we have that M (  θpbq for every quantifier-free θpyq such that
T $ θpyq Ñ ψpy, zq.

Now, let:

Σ B T Y Diag pMq Y
 

 ψpb, cq
(

Given this last statement, we claim:

CLAIM: Σ is satisfiable.

d SUBPROOF: Suppose not. Then by Compactness, for
some (literal) sentences σ1pbq, . . . , σnpbq P Diag pMq, we
have that T $

Źn
i“1 σnpbq Ñ ψpb, cq. Since for each

i, σipbq P Diag
`

b
˘

,
Źn

i“1 σipbq P Diag pMq. So by con-
struction,  

Źn
i“1 σipbq P Γ, and hence N (  

Źn
i“1 σipbq.

But then M (  
Źn

i“1 σipbq, since M Ď N , and so
 
Źn

i“1 σipbq P Diag pMq, K.

Take a model B ( Σ. Then M Ď B, so by the fact that T
has AP, there is a D ( T such that we have M Ď A Ď D and
M Ď B Ď D. But since ϕpx, yq and ψpx, yq are quantifier-free, it
follows that D ( ϕpa, bq ^  ψpb, cq, contrary to the supposition
that T $ ϕpx, yq Ñ ψpy, zq, K.

This completes the proof.
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d ANSWER (QFI ñ AP): The proof is a modification of the proof of the
Elementary Amalgamation Theorem (see Hodges [2, p. 135]). We’ll
see that QFI will be exactly the property we need to make this modified
proof go through.

LetM,A,B ( T , withM Ď A,B. WLOG, we can arrange things so
that AX B “ M. Consider the theory:

Γ B T Y Diag pAq Y Diag pBq

Suppose Γ has a model, say D` ( Γ, with D B D` æ L. Then by
construction, M Ď A,B Ď D. Defining f paq “ aD and gpbq “ bD for
a P A, b P B, we’ll have f æ M “ g æ M. So it suffices to show that:

CLAIM: Γ is finitely satisfiable.

d PROOF: Let Γ0 Ď Γ be finite. Let

ϕpm, aq B
ľ

tθpm, aq | θpm, aq P Γ0 X Diag pAqu

ψpm, bq B
ľ

 

θpm, bq
ˇ

ˇ θpm, bq P Γ0 X Diag pBq
(

where m P M, a P A ´ M, and b P B ´ M. Suppose Γ0 has
no model. Then T $ ϕpm, aq Ñ  ψpm, bq. Since T doesn’t
ever mention a, b,m, T $ @x, y, z pϕpx, yq Ñ  ψpy, zqq. So by
QFI, there is some θpyq such that T $ @x, y pϕpx, yq Ñ θpyqq and
T $ @y, z pθpyq Ñ  ψpy, zqq.

Now since Diag pAq $ ϕpm, aq, and A ( T , we have A ( θpmq.
But since θ is quantifier-free, it’s preserved going into substruc-
tures, so M ( θpmq. Again, since θ is quantifier-free, we have
B ( θpmq. But then B (  ψpm, bq, and since ψ is quantifier-free,
we have Diag pBq $  ψpm, bq, K.

So by Compactness, Γ is satisfiable.
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1. Let Re be the eth recursively enumerable subset of ωˆω in some standard enu-
meration. Let E B te | Re is an equivalence relation on ωu. Give the exact
location of E in the standard arithmetic hierarchy, and justify your answer.

d ANSWER: The following shows that E is Π0
2:

Epnq ô @x  Rnpx, xq ^ @x @y pRnpx, yq Ñ Rnpy, xqq^
@x @y @z pRnpx, yq ^ Rnpy, zq Ñ Rnpx, zqq

“ Π0
1 ^ Π

0
2 ^ Π

0
2

“ Π0
2

In order to show that this is optimal, it suffices to show that Tot ďm E.
Define the function:

hpe, x, yq “

#

xx, yy if x “ y and φepxq Ó
Ò otherwise

This function is recursive, so by s-m-n, there’s a total recursive spxq such
that hpe, x, yq “ φspeqpx, yq. Then:

e P Tot ñ @x pφepxq Óq ñ @x pxx, xy P dom pφspeqqq ñ speq P E
e R Tot ñ Dx pφepxq Òq ñ Dx pxx, xy R dom pφspeqqq ñ speq R E

Hence e P Tot iff speq P E, which completes the reduction.

2. Let T0 and T1 be axiomatizable extensions of PA. Suppose that T0 $ Con pT1q

and T1 $ Con pT0q. Show that T0 and T1 are inconsistent.

d ANSWER: Since both T0 and T1 are axiomatizable, and since we
have T0 $ Con pT1q, T1 $ PrvT0 pxCon pT1qyq. Now, since T1 $ Con pT0q,
T1 $  PrvT0 px Con pT1qyq. But T1 $  Con pT1q Ñ PrvT0 px Con pT1qyq

(since PA could prove  Con pT1q if it were true), so T1 $ Con pT1q by
modus tollens. Hence, by Gödel’s second incompleteness theorem, T1 is
inconsistent. A similar argument shows T0 is inconsistent.
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3. Let T be a univerally axiomatized L-theory. Suppose T $ @x Dy θpx, yq where
θ is quantifier-free. Show that there is a finite list t1, . . . , tn of L-terms such
that T $ @x

Žn
j“1 θpx, t jpxqq.

d ANSWER: Suppose there is no such finite list. Then for any finite list `
of (indices of) terms with one free variable, we’ll have a model A` ( T
such that for some a` P A`, A` (

Ź

iP` θpa`, tipa`qq.
Add a constant c to L, and define the theory:

Γ B T Y t θpc, tpcqq | t is an L Y tcu -termu

Let Γ0 Ď Γ be a finite subset, say with  θpc, tiq P U for i P s (where
s is finite). Then we can take the model As and interpret cAs “ as.
Hence, Γ0 is satisfiable. So by Compactness, Γ has a model.

Let B ( Γ, and consider M “ xcByB. Then every element of M is
denoted by some closed term tpcq. Since  θpx, yq is quantifier-free, it’s
preserved inM, soM (  θpc, tpcqq for every term tpxq; and since every
element is denoted by a closed term tpcq, we have thatM ( @y  θpc, yq.
But since T has a universal axiomatization, it’s preserved under sub-
structures, so since B ( T , M ( T . And since T $ @x Dy θpx, yq,
M ( @x Dy θpx, yq, which can’t be sinceM (  Dy θpc, yq. K

4. For X Ď N, we say that X P St pMq iff for some formula ϕpy, xq and some
parameters a P M: k P X ôM ( ϕrkM, as.

(a) Show that forM ( PA, there is a nonrecursive A P St pMq.

(b) Show that for all nonrecursive A Ď N, there is a M ( PA such that
A R St pMq.

d ANSWER (a): Let A be the set of Π0
1-formulae θpxq such that, for

some fixed k, M ( θpkq. A is nonrecursive by Gödel’s incompleteness
theorems, since Th pMq is complete. Hence, it suffices to show that
A P St pMq.

The idea will be to show thatM has a nonstandard element a such
that a codes the set A. If so, then it follows that n P A iffM ( paqn ‰ 0,
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and hence A P St pMq.
With this in mind, define:

ϕpxq B Ds @i ă x
`

psqi ‰ 0 Ø SatΠ0
1
pi, kq

˘

That is, ϕpxq says “There is a sequence of numbers which picks out
exactly the Π0

1-formulae with gödel numbers less than x satisfied by k.”
Trivially, PA $ ϕp0q. In addition, PA $ @x pϕpxq Ñ ϕpx` 1qq: if m is a
sequence which codes all of the Π0

1-formulae satisfied by k with gödel
numbers less than n, then we can simply extend this sequence either by
0 (in the case where n ` 1 doesn’t code a Π0

1-formula satisfied by k) or
by 1 (in the case where it does)—and PA is smart enough to know this.
Hence, by the induction scheme, PA $ @x ϕpxq. But thenM ( @x ϕpxq,
and hence every nonstandard element satisfies ϕ. Thus, inM, there is
an element a P M which codes exactly the Π0

1-formulae that hold of k
inM.

d ANSWER (b): Suppose there was a formula ϕpx, bq such that a P A iff
M ( ϕpa, bq. Using the same strategy as above with induction schema,
it follows that M ( @x Ds @i ă x

`

psqi ‰ 0 Ø ϕpi, bq
˘

. But then there
would be a nonstandard a P M that coded the set A in M. Hence, it
suffices to show that some model lacks a code for A, i.e. the type

ppxq B tpxqi ‰ 0 | i P Au Y tpxqi “ 0 | i R Au

is omitted in some model. We do this by showing that ppxq is not a
principal type.

Suppose ppxq is principal in every model of PA. Say it’s supported
by θpx, bq. Then both PA $ @x pθpxq Ñ pxqi ‰ 0q for all i P A, and
PA $ @x pθpxq Ñ pxqi “ 0q for all i R A. But in that case, we would
have a recursive procedure for determining whether or not a P A: just
start searching through the proofs of PA until you either find a proof
of @x pθpxq Ñ pxqa ‰ 0q or of @x pθpxq Ñ pxqa “ 0q. Hence, if A is
nonrecursive, ppxq cannot be principal.

5. (a) Let R Ď N2 be r.e, and assume that for all n,m, Rpn,mq ñ Wn ‰ Wm.
Show there is an n such that for all m,  Rpn,mq.
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(b) Let S Ď N4 be r.e, and assume that for all n,m, p, q, we have that S pn,m, p, qq
ñ pWn ‰ Wp _Wm ‰ Wqq. Show that there are n,m such that for all p, q,
 S pn,m, p, qq.

d ANSWER (a): Suppose not, i.e. suppose @n Dm Rpn,mq. Define:

spnq B µm rRpn,mqs

This is recursive since R is r.e., and furthermore it’s total by our hy-
pothesis. That is, spxq is a total recursive function such that for all e,
We ‰ Wspeq. But this can’t be, since by the Recursion Theorem, there
must be some e such that We “ Wspeq, K.

d ANSWER (b): Suppose not. We can redefine R from part (a) as
Rpn,mq B S pn, n,m,mq. So let spxq be as in part (a). Define two new
functions:

f pn,mq B spnq
gpn,mq B spmq

These are again both total and recursive. And again, for all e, d, we
have W f pe,dq “ Wspeq ‰ We and Wgpe,dq “ Wspdq ‰ Wd. But by the Double
Recursion Theorem, there are some e, d such that W f pe,dq “ We and
Wgpe,dq “ Wd, K.

6. Let T be a consistent, decidable theory in the language with one binary rela-
tion symbol R, and suppose that all models of T are infinite. Show that T has
a model A “ xω,Ry such that the full elementary diagram of A is recursive.

d ANSWER: This problem is just like this problem, page 46, except here
you don’t need to worry about omitting any types.

7. Let T be a theory having infinite models. Show that there is a model A ( T
and a collection of (proper) elementary submodels Aq ă A indexed by q P Q
so that for q ă r we have Aq ă Ar and Aq – A.
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d ANSWER: Take a skolemization of T , T˚, and then consider an
Ehrenfeucht-Mostowski model A ( T˚ whose spine is Q. Define Aq

B Hull ptcr | r ă quq. We need to check:

• For each q P Q, Aq ă A. This is immediate, since Aq is a Skolem
hull. X

• For each q, r P Q, whenever q ă r, Aq ă Ar. This is also immedi-
ate, since the identity map is an elementary embedding. X

• For each q P Q, Aq – A. Since any isomorphism between linear
orders induces an isomorphism on structures with those orders
as spines, and since there’s an isomorphism between Q and any
initial segment of Q, it follows that Aq – A. X

8. (a) Let U be a nonprincipal ultrafilter on ω. Show that te | We P U u is not
∆0

2.

(b) Show that there is a nonprincipal ultrafilter U on ω such that te | We P U u
is ∆0

3.

d ANSWER (a): Suppose U is nonprincipal. Then U cannot contain
any finite sets, and must contain every cofinite set. We will show that
A B te | We P U u is Π0

2-hard. Let B be a Π0
2 set, i.e. for some recursive

relation Rpx, y, zq, Bpnq ô @x Dy Rpx, y, nq. Define:

gpn, sq “

#

1 if @x ă s Dy Rpx, y, nq
Ò otherwise

This is recursive, so gpn, sq “ φtpnqpsq for some total recursive t. Notice
that if gpn, kq Ò, then for all k1 ě k, gpn, k1q Ò, i.e. g is either total or
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finite. Now:

n P B ñ @x Dy Rpx, y, nq
ñ @s pgpn, sq “ 1q
ñ @s pφtpnqpsq Óq
ñ Wtpnq “ N and N P U, so
ñ tpnq P A

n R B ñ Dx @y  Rpx, y, nq
ñ Ds @m ě s pgpn,mq Òq
ñ Ds @m ě s pφtpnqpmq Òq
ñ Wtpnq R U, since Wtpnq is finite
ñ tpnq R A

Hence, n P B ô tpnq P A, which completes the reduction.6

d ANSWER (b): We construct a descending chain A0 Ě A1 Ě A2 Ě ¨ ¨ ¨

as follows. First, set A0 B N. Next, given An, check whether An XWn is
infinite. If it is, set An`1 B An XWn. Otherwise, set An`1 B An.

Let Un be the set of sets that are approximately An (i.e. they’re iden-
tical modulo finitely many things). Define U B

Ťω
i“0 Ui. We need to

check that:

• U is in fact an ultrafilter. We accounted for all Boolean combina-
tions of sets in U since we enumerated all of the r.e sets. X

• U is nonprincipal. We included all cofinite sets in U0. X

• U is ∆0
3. By checking the complexity of our construction, we no-

tice that at each stage, we only need to know whether An XWn is
finite. This can be checked by Inf, and hence the whole process is
recursive in 02, i.e. the whole process is ∆0

3. X

6 A similar reduction can be used to show that A is also Σ0
2-hard, in which case A is ∆0

3-hard. I
haven’t worked through all of the details, but I don’t think there’s any major roadblocks.
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9. Let xA,ăy be a countable dense linear order without endpoints. Let St1 pAq
be the set of 1-types of xA,ă, ayaPA. For p, q P St1 pAq, we say p „ q iff there
is an automorphism α : A Ñ A for which:

p “ α˚pqq “ tϕpx, αpb1q, . . . , αpbnqq | ϕpx, b1, . . . , bnq P qu

Show that there are 6 equivalence classes.
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1. Let E Ď N2 be an r.e equivalence relation.

(a) Show that if E has finitely many equivalence classes, then E is recursive.

(b) Prove or refute: if each of E’s equivalence classes is finite, then E is
recursive.

d ANSWER (a): Suppose E has k-many equivalence classes with
e1, . . . , ek as representatives of each equivalence class. To determine
if a tuple xa, by P E, start looking through the enumeration of E for
xa, by, and simultaneously start looking for the pair of tuples xa, eiy and
xe j, by for some 1 ď i, j ď k (you’re guaranteed to find one eventually).
If you find xa, by, or if you find this pair of tuples so that i “ j, then
xa, by P E. Otherwise, you’ll find this pair of tuples so that i ‰ j, so
xa, by R E. This procedure is algorithmic, so E is recursive.

d ANSWER (b): The claim is false. Let A be a Σ0
1 set, and start enumer-

ating the elements of A as a1, a2, a3, . . . (with no repeats). We will build
an E which is r.e and whose equivalence classes are all finite, but that’s
not recursive.

Stage 0: Set E0 “ tx0, 0yu.

Stage 1: Set E1 “ E0 Y txa1, a1yu.

Stage 2s: Set E2s “ E2s´1 Y txs, syu. This ensures reflexivity is met.

Stage 2s` 1: Suppose E2s has already been constructed. By design,
the first m B sps`1q

2 elements of A have been put in equivalence
classes of incremental size, with the largest class being of size s. So
take the next s ` 1-many elements am`1, . . . , am`s`1, and put them
together in an equivalence class. Enumerate all of the (finitely
many) ordered-pair combinations of this equivalence class, and
add them to E2s to make E2s`1.

This process is clearly r.e, and furthermore each equivalence class
only has finitely many elements (either just one or s-many elements).
However, it’s not recursive. Suppose neither n,m P A. Then clearly
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the tuple xn,my R E. But at no stage of our construction can this be
concluded, since we can’t be certain that further in the construction
we’ll find either n or m in the next sps`1q

2 elements of A. Hence, we don’t
have an effective procedure for determining whether xn,my P E.a

a However, in the case where one of n,m P A, we can tell by just seeing if the other
appears in the equivalence class whenever the first shows up in the enumeration.

2. (a) Let T be a theory in a countable language having infinitely many 1-types.
Show that T has, up to isomorphism, more than one countable model.

(b) Give an example of a theory T with just one 1-type, but infinitely many
countable models. Prove that your example works.

d ANSWER (a): This is essentially one part of the Engeler-Ryll-
Nardzewski-Svenonius Theorem [see 2, Theorem 6.3.1]. We’ll prove
the contrapositive, i.e. we’ll show that if T is ℵ0-categorical, then T has
only finitely many 1-types. This will be done in two steps.

CLAIM (1): If T is ℵ0-categorical, then every 1-type over T is
principal.

d PROOF (1): Suppose for reductio that T is ℵ0-categorical, but
the 1-type ppxq over T is not principal. Then by the Omitting
Types Theorem, there’s a model A1 ( T that omits p. By Down-
ward Löwenheim-Skolem, we can find a countable A ď A1 that
also omits p. But since p is a type, there is a model B1 ( T that
realizes it, say with b P B1. Again by Downward Löwenheim-
Skolem, there is a countable B ď B1 containing b, and hence
realize p. But then A and B are two countable nonisomorphic
models of T , K.

CLAIM (2): If every 1-type over T is principal, then there are
only finitely many 1-types over T .
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d PROOF (2): Suppose for reductio that every 1-type over T
is principal, but there are infinitely many 1-types over T . Let
θ1pxq, θ2pxq, θ3pxq, . . . be the generators of these 1-types. Add a
new constant c to the language and define:

Γ B T Y t θipcq | i P ωu

Take a finite Γ0 Ď Γ. Then Γ0 only mentions finitely many gener-
ators θ1pxq, . . . , θnpxq. Hence, we can let c denote an object satis-
fying θn`1pxq for instance, and so Γ0 will be satisfiable. By Com-
pactness, Γ is satisfiable, which means there’s another 1-type not
generated by any of the θi’s, K.

Hence, if T is ℵ0-categorical, then there are at most finitely many
1-types over T .

d ANSWER (b): Let L “ xsy, where s is a unary function symbol, whose
intended interpretation is the successor function. We’ll use “snpxq” as
an abbreviation for s applied n-times to x (with “s0pxq” being just x).
Let T be the theory containing the following axioms:

• @x D!y psnpyq “ xq for all n P ω

• @x, y psnpxq “ snpyq Ø smpxq “ smpyqq for all m, n P ω

• @x psnpxq ‰ xq for all n P ω´ t0u

T has as a model xZ, sy, so T is consistent. Furthermore, any model
with countably many isolated Z-chains will also be a countable model
of T . Hence, T has infinitely many countable models.

Notice that for any a P M where M ( T , then the substructure
containing a and all its successors and predecessors will generate a Z-
chain. We’ll say that a c P M is in a’s Z-chain if for some k, either
M ( skpcq “ a orM ( skpaq “ c.

To show that T only has one 1-type, it suffices to show that for any
two elements a, b P M where M ( T , there is an automorphism σ on
M sending a ÞÑ b. In that case,M ( ϕpaq iffM ( ϕpσpaqq iffM ( ϕpbq,
which means a and b satisfy the same 1-type.
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To prove this, I’ll need to show the following claim:

CLAIM: T has quantifier-elimination.

d PROOF (CLAIM): We need to reduce the following formula
(where the indices are appropriately bound):

Dx

«

ľ

a

snapxq “ ya ^
ľ

b

smbpzbq “ x^

ľ

c

skcpxq ‰ uc ^
ľ

d

sldpvdq ‰ x

ff

There are three cases to consider.

Case i: The big b-conjunct is non-empty. Then pick a zb and
replace every instance of x with smbpzbq. X

Case ii: The big b-conjunct is empty, but the big a-conjunct is
non-empty. Then pick the ya with the least na. Let e be the
index for that ya. Rewrite the formula as follows:

ľ

a

sna´nepyeq “ ya ^
ľ

c
kcăne

ye ‰ sne´kcpucq^

ľ

c
kcěne

skc´nepyeq ‰ uc ^
ľ

d

sld`nepvdq ‰ ye

This will suffice. X

Case iii: Both the big a-conjunct and big b-conjunct are empty.
Then rewrite the formula as

Ź

c,d skc`ldpvdq ‰ uc. X

Either way, we’ve elminated the quantifiers.

Let a, b P M for someM ( T . There are three cases to consider.

Case 1: M ( snpaq “ b for some n P ω. Then define σ as follows. If
c P M is such that eitherM ( skpcq “ a orM ( skpaq “ c for some
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k, then send c ÞÑ snpcq. Otherwise, send c ÞÑ c. (In other words, σ
shifts a’s Z-chain, and leaves everything else alone.)

Now, take c, d P M and i, j P ω. We want to show that M (

sipcq “ s jpdq iffM ( sipσpcqq “ s jpσpdqq. There are four subcases
to consider:

Subcase i: Neither c nor d are in a’s Z-chain. Then M ( sipcq “
s jpdq iffM ( sipσpcqq “ s jpσpdqq. X

Subcase ii: c is in a’s Z-chain, but d isn’t. ThenM ( sipcq ‰ s jpdq.
Hence,M ( sn`ipcq ‰ s jpdq, soM ( sipσpcqq ‰ s jpσpdqq. X

Subcase iii: d is but c isn’t. Similar to Subcase iii. X
Subcase iv: Both c and d are in a’s Z-chain. Then M ( sipcq “

s jpdq iffM ( si`npcq “ s j`npdq iffM ( sipσpcqq “ s jpσpdqq.

In either subcase, σ preserves all the quantifier-free formula,
so by quantifier-elimination, σ is an automorphism. X

Case 2: M ( snpbq “ a for some n P ω. Similar to Case 1, except shift
in the other direction. X

Case 3: Neither of the above. Then define σ as follows. Let c P M.
If M ( snpbq “ c, then map c ÞÑ snpaq. If M ( snpcq “ b, then
map c ÞÑ ιy rsnpyq “ as. Similarly in the case where a and b are
switched. Otherwise, map c ÞÑ c. (In other words, σ swaps a’s
s-chain and b’s Z-chain.)

Now, take c, d P M and i, j P ω. Again, we want to show that
M ( sipcq “ s jpdq iffM ( sipσpcqq “ s jpσpdqq. There are now five
subcases to consider:

Subcase i: c and d are both in a’s Z-chain. Then c and d are
mapped to elements the same distance apart, so we have that
M ( sipcq “ s jpdq iffM ( sipσpcqq “ s jpσpdqq. X

Subcase ii: c is in a’s Z-chain, but d is in b’s Z-chain. So M (

sipcq ‰ s jpdq. Then c gets sent to an element in b’s Z-chain,
and d gets sent to element in a’s Z-chain, so M ( sipσpcqq ‰
s jpσpdqq. X

Subcase iii: d is in a’s Z-chain, but c is in b’s Z-chain. Similar to
Subcase ii. X

Subcase iv: c and d are both in b’s Z-chain. Similar to Subcase i.
X
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Subcase v: Neither c nor d are in either a’s or b’s Z-chain. Then
σpcq “ c and σpdq “ d, so M ( sipcq “ s jpdq iff M (

sipσpcqq “ s jpσpdqq. X

Again, σ preserves quantifier-free formula, so by quantifier-
elimination, σ is an automorphism. X

Thus, T only has one 1-type.

3. Let A B txe, ny | |We| “ nu.

(a) Show that A is ∆0
2.

(b) Show that A is not Σ0
1 or Π0

1.

d ANSWER (a): A is Σ0
2 as shown by the equivalence below.

xe, ny P A ô |We| “ n
ô Ds rSeq psq ^ lh psq “ n ^ @i, j ă n ppsqi ‰ psq jq^

@i ă n ppsqi P Weq ^ @m p@i ă n ppsqi ‰ mq Ñ pm R Weqqs

To show that A is Σ0
2:

xe, ny R A ô p|We| “ m^ m ‰ nq or |We| “ ℵ0

ô Ds,m rSeq psq ^ lh psq “ m^ n ‰ m^ @i, j ă n ppsqi ‰ psq jq^

@i ă n ppsqi P Weq ^ @m p@i ă n ppsqi ‰ mq Ñ pm R Weqqs

_ Ds,m rSeq psq ^ lh psq “ m^ n ă m^ @i, j ă m ppsqi ‰ psq jq^

@i ă m ppsqi P Weqs

Hence, A is ∆0
2.
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d ANSWER (b): If A were Σ0
1, then the following function would be

recursive:

f pe, xq “

#

n if xe, ny P A
Ò otherwise

That is, if We is finite, f pe, xq Ó and f pe, xq “ |We| (x here is a dummy
variable). By s-m-n, there’s a total recursive spxq such that f pe, xq “
φspeqpxq. By the Recursion Theorem, there is some fixed point d such
that φspdq “ φd.

Consider Wd. If Wd is finite, then f pd, xq “ |Wd| for all x, in which
case the domain of φspdq is total (and so infinite). But since φspdq “ φd,
that means Wd is infinite, K. Hence, Wd must be infinite. So f pd, xq Ò for
all x. But then φspdq Ó is undefined for all x as well. And since φspdq “ φd,
Wd “ H, K. Hence, f cannot be recursive, and so A cannot be Σ0

1.
7

If A were Π0
1, then let Ape, nq iff @z Rpe, n, zq, for some recursive

Rpx, y, zq. The following function would then be recursive:

gpe, n, xq “

#

1 if @z ď x Rpe, n, zq
Ò otherwise

By s-m-n, there’s a total recursive s such that gpe, n, xq “ φspe,nqpxq. By
the Double Recursion Theorem, there exists a, b such that Wspa,bq “ Wa

and Wspa,bq “ Wb (using s for both functions; though we really only need
the first fixed point).

Consider Wa. If Wa is finite, then gpa, b, xq Ó for all x, and hence
Wspa,bq “ Wa “ N, K. Hence, Wa is infinite. But then, for some x,
 Rpa, b, xq, and hence for all z ě x,  Rpa, b, zq. Thus, gpa, b, xq Ó for
only finitely many x if any. But then Wspa,bq “ Wa is finite, K. Hence, g
must not be recursive, and so A is not Π0

1.

4. Let T be a theory with infinite models. Show that there is a chain of models
pAi | i ă ωq of T such that for each i P ω, Ai`1 ă Ai.

7 This problem, page 50, is a similar problem, though the proof is roughly the same.
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d ANSWER: Take the skolemization of a completion of T . Build
an Ehrenfeucht-Mostowski model A from the order-indiscernibles
taq | q P Qu. Let Aq be the Skolem hull of tar | r ă qu. Then the chain
of models A1 ą A1{2 ą A1{3 ą ¨ ¨ ¨ works. See this problem, page 31, for
more details.

5. Show that there is a total function f : NÑ N such that:

• f is strictly increasing

• the range of f is r.e, and

• whenever g : NÑ N is total and recursive, then Dn pgpnq ă f pnqq.

d ANSWER: Impossible: there is no such function f .

d PROOF: Suppose f is as above. Let h be the recursive
enumeration of ran p f q (that lists ran p f q without repetitions,
for simplicity). Define g by induction so that gpn ` 1q “

1 ` max php0q, . . . , hpnq, gpnqq. Clearly, this is total since h is to-
tal. But there can’t be an n such that gpnq ă f pnq; since f is
strictly increasing, f pnq is the nth smallest member of ran p f q, so
max php0q, . . . , hpn´ 1qq ě f pnq, in which case we’re guaranteed
that gpnq ą f pnq, K.

Note: If the range is co-r.e instead, then this is possible, but I have
yet to fill in the details. . .

6. Let T be a theory of xZ, sy, where spnq “ n` 1 for all n P Z.

(a) Show that T is recursively axiomatizable.

(b) Show that T is not finitely axiomatizable.

(c) Describe the countable models of T . How many are there, up to isomor-
phism?

(d) Describe the models of T of size κ, where κ is uncountable. How many
are there, up to isomorphism?
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d ANSWER (a): We’ll use “snpxq” as an abbreviation for s applied n-
times to x (with “s0pxq” being just x). Let U be the theory containing
the axioms:

• @x D!y psnpyq “ xq for all n P ω

• @x, y psnpxq “ snpyq Ø smpxq “ smpyqq for all m, n P ω

• @x psnpxq ‰ xq for all n P ω´ t0u

This is the same theory used in this problem, page 36, part (b). Clearly,
xZ, sy ( U, so U Ď T . To show that T Ď U, it suffices to show that U is
complete.

This is easily done. First, from our proof in part (b), here, page 38,
we showed that U has quantifier-elimination. Furthermore, we gave
a computable method for determining the quantifier-free equivalent
of a given formula. Second, notice that because the only nonlogical
symbol is a function symbol, the only quantifier-free sentences are J
and K. Hence, by quantifier-elimination, we have an effective decision
procedure for determining whether a sentence ϕ is equivalent to J or
K. But this implies that for any sentence ϕ, either U $ ϕ or U $  ϕ.

d ANSWER (b): Suppose T was finitely axiomatizable. Let ϕ be the
conjunction of these axioms, and let U be as given above.

CLAIM: U Y t ϕu is satisfiable.

d SUBPROOF: If ϕ is an axiomatization of T , then ϕ must imply
that there are no s-loops. Hence,  ϕ must be consistent with
there being s-loops (of any finite size, since the lack of s-loops of
any given size is not inconsistent).

So take a finite subset U 1 Ď U Y t ϕu. Then there will be a
maximum k for which U 1 says “There are no s-loops of length k.”
Since the existence of s-loops are consistent with  ϕ, taking the
model of k`1 many things with a s-loop of length k`1 will model
U 1. So by Compactness, U Y t ϕu is satisfiable.

Hence, U & ϕ, so T & ϕ, K.
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d ANSWER (c): First:

CLAIM: Every A ( T is isomorphic to xλˆ Z, sy for some λ.

d PROOF: Let A ( T . Say that a, b P A are s-linked if for
some k P ω, either A ( skpaq “ b or A ( skpbq “ a. Let λ be the
length of the longest sequence of elements from A such that none
are s-linked to any of the other elements in the sequence. Let
κ B |λˆ Z| “ max pω, λq, and let B B xλˆ Z, sy. We’ll produce a
winning strategy for D in the game GκpA,Bq.

On round 0, it doesn’t matter which elements are picked.
Let’s suppose now that we’ve completed round γ ă κ, and that
a0, . . . , aγ are the elements from A that have been chosen, while
b0, . . . , bγ are the elements of B that have been chosen.

Suppose on round γ`, @ plays a P A. There are three cases:

Case 1: skpaiq “ a for some k P ω and some i P γ`. Then D looks
for the bi that was picked on round i, and plays skpbiq. This
preserves the successor function. X

Case 2: skpaq “ ai for some k P ω and some i P γ`. Similarly, D
plays the element c P B such that skpcq “ bi. X

Case 3: Neither of the above. Then D searches for an element
c P λ which is not the first coordinate of any bi, and plays
xc, 0y. By definition of λ, this can only happen λ-many times,
so D will always be able to find such a c when this happens.
And since xc, 0y isn’t s-linked to any other bi, this preserves
the successor function. X

Next, suppose instead @ chooses a b P B. Again, D runs through
the three subcases above. If b is s-linked to any of the bi, then D
plays as in Case 1 or 2. Otherwise, D searches for an a not s-linked
to any of the ais played so far. Again, this is always possible, since
there are exactly λ-many such bis where this will occur.

Thus, at the end of the game, we’ll have constructed a bijection
from A to αˆZ that preserves the successor function. Hence, our
bijection will be an isomorphism.
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Note that clearly, if A – xλˆ Z, sy, then A ( T . Hence, models of
the form xλˆ Z, sy are exactly the models of T .

By the above claim, if A ( T is countable, then A – xλˆ Z, sy
for some λ ď ω. Hence, there are at most countably-many countable
models of T . In fact, there are exactly ℵ0-many. For suppose n,m ď ω
and n ă m. Then if one tries to build an isomorphism from n ˆ Z to
m ˆ Z, one has to preserve the assignment of the successor function.
Hence, each of the n-many Z-chains from nˆZ must be sent to n-many
distinct Z-chains in m ˆ Z, leaving some Z-chains in m ˆ Z left out.
Hence, xnˆ Z, sy fl xmˆ Z, sy.

d ANSWER (d): If κ ą ℵ0, then the above argument shows how to con-
struct an isomorphism between any two models of T of size κ. Hence,
T is κ-categorical.

7. Let ϕpvq be a formulae in the language of PA.

(a) Suppose ϕ is Σ0
1, and PA $ Dv ϕpvq. Show that PA $ ϕpnq for some n.

(b) Give an example of a formula ϕpvq such that PA $ Dv ϕpvq, but for all
n P N, PA & ϕpnq.

(c) Suppose ϕ is Σ0
1 and that T $ Dv ϕpvq, where T Ě PA is consistent. Does

it follow that T $ ϕpnq for some n?

d ANSWER (a): Since PA is Σ0
1-sound, Dv ϕpvqmust be true on N. Hence,

there must be some n P N such that ϕpnq is true. Furthermore, since
every model of PA is an end extension of N, it follows that every model
of PA contains n, and hence satisfies ϕpnq. So PA $ ϕpnq.

d ANSWER (b): Let ϕpvq be the following formula:

ϕpvq B pv “ 0 Ø Con pPAqq ^ pPrfPA pv, xKyq Ø  Con pPAqq

First, we show that PA $ Dv ϕpvq. Reasoning in PA, suppose Con pPAq.
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Then setting v “ 0 satsifies the formula above, since by definition
Con pPAq Ñ @x  PrfPA px, xKyq; hence if Con pPAq, then Dv ϕpvq. Sup-
pose instead  Con pPAq. Then by shifting quantifiers, we can let v just
be the proof of K. Hence, either way, there exists such a v so that ϕpvq.
So now outside of PA again, we conclude PA $ Dv ϕpvq.

Second, we show that for all n P N, PA & ϕpnq. If there were
such a n, then it couldn’t be 0, since in that case PA would prove
Con pPAq via ϕpnq. So it would have to be the case that n ‰ 0. But
then PA $ PrfPA pn, xKyq Ø  Con pPAq. But PA can decide whether the
LHS is true, since PrfPA pn, xKyq is ∆0

1. Hence, either PA $ PrfPA pn, xKyq

or PA $  PrfPA pn, xKyq. If it proves the latter, it’s inconsistent, since
PA $ Con pPAq (via ϕpnq). If it proves the former, then since PA $ ϕpnq,
PA $  Con pPAq; and since PA only proves true Σ0

1, PA would be incon-
sistent. Hence, there cannot be an n such that PA $ ϕpnq.

d ANSWER (c): It does not follow. Take T “ PA `  Con pPAq. By
definition, T $ Dv PrfPA pv, xKyq. Now suppose there were an n such
that T $ PrfPA pn, xKyq. Since T is consistent, T is Π0

1-sound. And since
PrfPA pn, xKyq is ∆0

1 (and so Π0
1), it would follows that PrfPA pn, xKyq is

true. But then PA is inconsistent, and hence T is inconsistent, contrary
to supposition. Hence, taking ϕpvq B PrfPA pv, xKyq provides us with a
counterexample.

8. Let L be the language with one binary relation symbol R, and no other non-
logical symbols. Let T be a consistent, decidable L-theory. Let Σ be a non-
principal 1-type of T such that Σ is decidable. Show that T has a model
A “ xA,RAy that omits Σ and is such that A and RA are both recursive.

d ANSWER: The idea is to run through the construction of the Omitting
Types Theorem, using just the 1-type Σpxq. Then, we’ll check that this
procedure is decidable at every step.

First, enumerate the formulae of Σpxq as σ0pxq, σ1pxq, σ2pxq, . . .. Add
countably many new Henkin constants c0, c1, c2, . . . to the language, and
enumerate the sentences of this expanded language as ϕ0, ϕ1, ϕ2, . . .. In
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what follows, let ∆n B Γn ´ T (so that we can talk about the finitely
many sentences in Γn ´ T).

Stage 0: Set Γ0 “ T .

Stage n.1: Having constructed Γn, check to see if ΓnYtϕnu is consistent.
If it is, set Γ1n “ Γn Y tϕnu; otherwise, we set Γ1n “ Γn. This can be
done in a decidable way since T is deciable and ∆n is finite (i.e.
we can search for a proof of T $

Ź

∆n Ñ  ϕn).

Stage n.2: If Γn ‰ Γ
1
n and if ϕn “ Dx θ, for some θpxq, then pick the first

unused Henkin constant c j and let Γ2n “ Γ
1
nYtθpc jqu; otherwise set

Γ2n “ Γ
1
n. This can be done in a decidable way, since ∆1n is finite and

none of the c’s occur in T .

Stage n.3: Begin the search for a σipxq such that Γ2n & σipcnq. This
is always possible because Σ is nonprincipal, for that means that
there cannot be a formula ψpxq such that T $ @x pψpxq Ñ σipxqq
for every i P ω, and in particular, there can’t be a formula ψpxq
such that T $ r

Ź

∆2n ^ ψpcnqs Ñ σipcnq for all i P ω. Hence, for
some i P ω, we must have Γ2n & σipcnq. Furthermore, since T
and Σpxq are decidable, we have a decidable procedure that will
guarantee we find one such σi eventually. Pick the first such σi

and set Γn`1 “ Γ
2
n Y t σipcnqu.

Finally, set Γ “
Ť

iPω Γi. By construction, Γ is both consistent and
complete. Thus, we can use Downward Löwenheim-Skolem to obtain
a countable model A ( Γ generated by the objects named by a Henkin
constant. But since the only nonlogical symbol in this language is R,
this model only contains elements named by a Henkin constant (noth-
ing else is “generated”). Hence,A will omit Σ by construction. Further-
more, both A and RA will be decidable: we can simply run through the
construction above, which we’ve seen is all decidable, until you find the
sentence you’re looking for (or its negation).8

8 Technically, we’ll have to restrict A back down to the language L, but our decision procedures
can still take place in the expanded language.
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1. Let A be an infinite r.e set, and let R be an r.e partial order of A. Suppose R is
directed, that is, for all a, b P A, there is a c such that Rpa, cq ^ Rpb, cq. Show
that there is a total recursive function f such that @n Rp f pnq, f pn ` 1qq and
@a P A Dn Rpa, f pnqq.

d ANSWER: Enumerate the elements of A as a0, a1, a2, . . .. We define
our function f by induction as follows. Set f p0q “ a0. Given that
we’ve defined f pnq, enumerate the elements of R and start searching
for an element bn`1 such that Rpan, bn`1q and Rp f pnq, bn`1q (some such
bn`1 is guaranteed to existed since R is directed). Set f pn ` 1q “ bn`1.
Clearly this f is total and recursive. By construction, if ai P A, then
Rpai, f pi` 1qq. Furthermore, for all i, Rp f piq, f pi` 1qq.

2. Show that for any infinite model A and cardinal κ there is some elementary
extension B ě A whose automorphism group has size at least κ. [Hint: use
Ehrenfeucht-Mostowski models.]

d ANSWER: The goal will be to show that there’s a sequence xX,ăy of
order-indiscernibles in A with 2κ-many order-preserving permutations.
We can then let B be an Ehrenfeucht-Mostowski model built from the
skolemization of Th pAq whose spine is xX,ăy. Each order-preserving
permutation on xX,ăy will induce an automorphism on B.

Consider the sequence xκ ˆ Q,ăy with the lexicographical ordering.
Let each copy of Q be labeled as Qα for α P κ. For each X Ď κ, there
will be a (distinct) order-preserving permutation which just shifts the
elements in the copies of Q associated with ordinals in X by one. Since
there are 2κ many subsets of κ, there will be 2κ-many order-preserving
permutations. Hence, building an Ehrenfeucht-Mostowski model from
κ ˆ Q will suffice.

3. Let:

Re B txa, by P N2 | 2a3b
P We u

L B te P N | Re is a linear order on Nu

Show that L is Π0
2-complete.
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d ANSWER: For the sake of concreteness, I’ll assume they mean strict
linear order, though the solution is easily modified for non-strict linear
orders. First, L is Π0

2:

e P L ô Re is a linear order on ω

ô Re is irreflexive, asymmetric, transitive, and total
ô @x  Repx, xq ^ @x, y pRepx, yq Ñ  Repy, xqq^
@x, y, z pRepx, yq ^ Repy, zq Ñ Repx, zqq ^ @x, y pRepx, yq _ Repy, xqq

“ Π0
1 ^ Π

0
1 ^ Π

0
2 ^ Π

0
2

“ Π0
2

Next, to show Π0
2-hardness, Tot ďm L. Define the function:

gpe, nq “

#

1 if Dk ă n pn “ 2k3k`1 and φepkq Óq
Ò otherwise

This function is recursive, so by s-m-n, there’s a total recursive speq such
that for all x, gpe, xq “ φspeqpxq. But then:

e P Tot ñ @x pφepxq Óq

ñ @x pDk px “ 2k3k`1
q Ø gpe, xq Óq

ñ @x pDk px “ 2k3k`1
q Ø φspeqpxq Óq

ñ Rspeq “ txn, n` 1y | n P Nu
ñ speq P L

e R Tot ñ Dx pφepxq Òq

ñ Dx, k px “ 2k3k`1
^ gpe, xq Òq

ñ Dx, k px “ 2k3k`1
^ φspeqpxq Òq

ñ Rspeq isn’t total
ñ speq R L

(If e R Tot, then Rspeq isn’t total becuase xk, k ` 1y R Rspeq, and by construc-
tion, we have that for all k, xk ` 1, ky R Rspeq.) Hence e P Tot iff speq P L, so
L is Π0

2-hard.
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4. Let L be a countable first-order language, let tPi | i ă ωu be distinct new
predicate symbols (of any arity) and let Ln B L Y tPi | i ď nu. Let T be a
complete, consistent Lω-theory, and suppose Σpxq is a complete 1-type of T ,
and let T n B T X Ln. Suppose that for each n ă ω, there is an Ln-structure
An such that An ( T n and An omits Σnpxq “ Σpxq XLn. Show that there is an
Lω-structure that satisfies T but omits Σpxq.

d ANSWER: It suffices to show that Σpxq is non-principal, for then there
will be a model of T that omits it. Suppose for reductio that Σpxq is
supported by θpxq. Since T is complete, and since Σpxq is consistent
with T , T $ Dx θpxq and for all σ P Σpxq, T $ @x pθpxq Ñ σpxqq. Since
proofs are finite, let’s say the proof of Dx θpxq only requires Lm. Since T
is complete, T m is also complete over Lm, and so @x pθpxq Ñ σpxqq P T m

for each σ P Σmpxq. Hence, θpxq supports Σmpxq as well. But then Σmpxq
can’t be omitted, K. Hence, Σpxq can’t be supported.

5. Show that there is no partial recursive function ψ such that whenever We is
finite, ψpeq Ó and |We| ď ψpeq.

d ANSWER: Suppose ψ is recursive. Then the following is also recursive:

f pe, xq “

#

1 if ψpeq Ó and |We,x| ď ψpeq
Ò otherwise

Notice the following: If We is finite, then f pe, xq is defined on cofinitely
many inputs for x. If We is infinite, then f pe, xq is defined only on finitely
many inputs for x.

This function is recursive, since We,x is finite, and since we know we
can check We,x ď ψpeq if we’re given that ψpeq is defined. By s-m-n,
f pe, xq “ φspeqpxq. By the Recursion Theorem, for some d, φspdq “ φd.

Now consider Wd. If Wd is finite, then ψpdq Ó and |Wd| ď ψpdq. So
by some stage t, f pd, kq “ φspdqpkq “ φdpkq “ 1 for all k ě t (i.e. is
cofinite). But then Wd is infinite, K. So Wd must be infinite. But then
by some stage t, |Wd,t| ą ψpdq, in which case f pd, xq “ φspdqpxq “ φdpxq is
undefined for all x ą t (i.e. is finite). So then Wd is finite, K. Hence, f
can’t be recursive, and so ψ can’t be either.
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6. Let L “ tău, and let T be the theory:

T B tψ P L | for every nonempty finite linear order xX,ăy , xX,ăy ( ψu

Show that T is decidable.

d ANSWER: Note: Incomplete. . .
Notice that the class of finite linear orders isn’t first-order axiomatiz-

able. If there were such a theory, a quick compactness argument would
yield an infinite model of the theory. Thus, we can only hope to find an
axiomatization of the sentences true on all the finite linear orders (but
not on only the finite linear orders).

Let U be the theory of discrete linear orders with (both) endpoints.
Clearly, every finite linear order satisfies U, so U Ď T . Our solution,
then, has two parts. First, we must show that T Ď U. Second, we must
show that U is decidable.

To get either part, we first must show that U has a nice elimination
set. Let Lnpx, yq (Mnpx, yq) be the formula stating “There are at least (at
most) n-many things separating x and y (with x ă y)” (see part (c) of
this problem, page 12). Let En be the sentence stating “There are at
least n-many things”. Finally, let τpxq state “x is a top element” and βpxq
state “x is a bottom element”. Define:

Σ B tϕpxq | ϕ is a literalu Y tLnpx, yq,Mnpx, yq, En | n P ωu Y tτpxq, βpxqu

CLAIM (1): Σ is an elimination set for U.
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d PROOF: The proof is similar to part (c) of this problem, page
12. We just need to show that we can ignore the cases where
either τpyq, βpyq, or En appears inside the existential we’re seeking
to eliminate. We can clearly ignore the case where En appears,
since this is just a sentence, and thus can be pulled outside the
existential. As for the other cases, we just consider the case where
τpyq appears (the βpyq case is symmetric).

First, notice we can ignore the case where either the b con-
junct or d conjunct appears nonempty, since these are inconsis-
tent with τpyq (and so the existential is equivalent to K). Next,
notice we can also ignore the case where the a or f conjunct ap-
pears nonempty, since these are implied by τpyq. Thus, we’re left
to deal with the following existential:

Dy

˜

τpyq ^
ľ

c

Lkcpxc, yq ^
ľ

e

Mnepxe, yq

¸

But then. . .

CLAIM (2): If T $ ϕ, then U $ ϕ. That is, T Ď U.

d PROOF: We proceed by induction on the complexity of ϕ. Since
ϕ is equivalent modulo U to a boolean combination of sentences
from Σ, it suffices to show that every such boolean combination
satisfies the claim.

Basis: The only non-trivial sentences from Σ are En. But T & En

for any n ą 1 (the n “ 1 case is a validity), since for any
n ą 1, there is a finite linear order of size smaller than n.
Furthermore, T &  En for any n. X

Conjunction: Suppose ϕ B ψ^ θ, where both ψ and θ satisfy the
claim. Then T $ ψ ^ θ ñ T $ ψ and T $ θ ñ U $ ψ and
U $ θñ U $ ψ^ θ. X

Negation:
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Finally, to show U is decidable, first note that U is recursively ax-
iomatized. Next, as shown above, U has an elimination set, and there’s
an effecitve way of finding the eliminating sentence for any given sen-
tence ϕ. But since the only non-trivial sentences in Σ are the Ens, it
follows that ϕ is equivalent so some boolean combination of these Ens.
But it’s straightforward to check where any such boolean combination
is satisfiable or unsatisfiable: we just check to see if the constraints that
boolean combination places on the size of a model is consistent. If such
a boolean combination is consistent, then it’s consistent with U. Hence,
U has an effective decision procedure.

7. Let C “ xC,`,Zy be a structure with the usual addition and having unary
predicates for each integer. Show that every C-definable (with parameters)
subset of |C| is either countable or co-countable. [You may assume basic facts
from linear algebra.]

8. (a) Let T be a consistent, recursively axiomatizable theory. Show that T has
a model A such that Th pAq is ∆0

2.

(b) Show that there is a consistent, recursively axiomatizable T in some
language L, and a recursive set Σpxq of L-formulae, such that T has
models omitting Σpxq, but whenever A is a model of T that omits Σpxq,
Th pAq is not arithmetic.

d ANSWER (a): Let ϕ1, ϕ2, ϕ3, . . . be an enumeration of the sentences of
the language. The strategy is to construct a recursive binary tree with
a ∆0

2-branch. That branch will correspond to a consistent, complete ∆0
2

extension of T , which can then be equated to be the theory of some
model of this extension.

Our tree is constructed in stages. At stage 0, we simply place T at
the root of the tree. At stage s, for s ą 0, we extend each branch with
two branching nodes, one for ϕs and another for  ϕs. Notice that the
construct of this tree is clearly recursive.

On this tree, we seek a ∆0
2-branch as follows. First, recall that proof

searches from recursively axiomatizable theories are Σ0
1-procedures. Let

B be a Σ0
1-oracle which will tell us when a recursively axiomatiable
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theory Γ proves a sentence ψ (that is, xΓ, ψy P B iff Γ $ ψ). Our search
proceeds in stages.

Stage 1: Use oracle B to determine if T $  ϕ1. If it does, add  ϕ1

to the branch and continue the search. Otherwise, add ϕ1 and
continue the search. Since T is consistent, T will remain consistent
if T &  ϕ1.

Stage s: Let ψ1, . . . , ψs´1 be the sentences which have been added
to the branch thus far. Since T is recursively axiomatizable,
T Y tψ1, . . . , ψs´1u is as well. So use oracle B to determine if
T Y tψ1, . . . , ψs´1u $  ϕs. If it does, add  ϕs to the branch, and
continue the search. Otherwise, add ϕs to the branch and continue
the search.

This branch is a complete, consistent theory U Ě T that was found
recursively using B as an oracle. Thus, U is ∆0

2, and so a model A ( U
will have a ∆0

2-theory.

d ANSWER (b): Let T “ PA, and let Σpxq “ tx ą n | n P Nu. Since every
nonstandard model of PA is a proper end-extension of N, it follows that
the only model of T that omits Σpxq is the standard model. But we
know Th pNq is not arithmetic.

9. (a) Let T Ě PA be a recursively axiomatizable theory. Suppose T $ ϕ, where
ϕ is Π0

1. Show that if T is consistent, then ϕ is true.

(b) Let ϕ be a Π0
1 sentence such that PA `  Con pPAq $ ϕ. Show that

PA $ ϕ. [Hint: You may assume that the proof of the second incom-
pleteness theory for PA can be formalized in PA. Use this to show that
PA` Con pPAq $ ϕ.]

d ANSWER (a): Let T $ ϕ, where ϕ is Π0
1. Suppose for reductio that

ϕ isn’t true. So  ϕ is true. Since  ϕ is a true Σ0
1, PA $  ϕ. But then

T $  ϕ, so T is inconsistent, K.
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d ANSWER (b): Suppose ϕ is Π0
1 and PA `  Con pPAq $ ϕ, i.e. sup-

pose that PA $  Con pPAq Ñ ϕ. Reasoning in PA, suppose Con pPAq,
and suppose for reductio  ϕ. Since  ϕ is Σ0

1, PrvPA p ϕq. But since
we’ve proven  Con pPAq Ñ ϕ, we can prove  ϕ Ñ Con pPAq, and
hence PrvPA p ϕÑ Con pPAqq. So then PrvPA p ϕq Ñ PrvPA pCon pPAqq.
But then PrvPA pCon pPAqq, which can’t be since we’re supposing
Con pPAq, and by Gödel’s second incompleteness theorem, we know
that Con pPAq Ñ  PrvPA pCon pPAqq, K. So ϕ. Moving back outside PA,
we’ve shown PA $ Con pPAq Ñ ϕ, and so PA $ ϕ.
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1. Let tpM pa{Xq denote the complete type over X with respect to M realized
by a P M, and let qftpM pa{Xq denote the “quantifier-free” type, i.e. the type
whose members are all quantifier-free. Let T be a theory. Show that the
following are equivalent:

(a) For anyM ( T , and any n-tuples a, b P Mn, if qftpM paq “ qftpM
`

b
˘

, then
tpM paq “ tpM

`

b
˘

.

(b) T has quantifier elimination.

d ANSWER (b ñ a): Suppose for a, b P Mn, qftpM paq “ qftpM
`

b
˘

. Let
ϕpxq P tpM paq. Since T has quantifier elimination, there is a quantifier-
free ψpxq such that T $ @x pϕpxq Ø ψpxqq. Hence, ψpxq P qftpM paq “
qftpM

`

b
˘

. Thus, ψpxq P tpM
`

b
˘

, so ϕpxq P tpM
`

b
˘

. The other direction
is symmetric.

Note: The other direction, as stated, is more difficult, and I’m not sure if it’s
correct. There are two ways to fix the problem statement so that it’s more
manageable. One is to assume T is complete. Another is to assume that (a)
can be rephrased to say qftpM paq “ qftpN

`

b
˘

ñ tpM paq “ tpN
`

b
˘

, where
M,N ( T may be different. We deal with each modification below.

d ANSWER (a ñ b): Assuming T is complete: Let ϕpxq be a formula,
and let c, d be new constants added to the language. Then by (a),
T Y

 

ψpcq Ø ψpdq
ˇ

ˇ ψ is quantifier-free
(

$ ϕpcq Ø ϕpdq. So by Compact-
ness, there’s some finite number of these formulae, say ψ1, . . . , ψn, such
that T Y

 

ψ1pcq Ø ψ1pdq, . . . , ψnpcq Ø ψnpdq
(

$ ϕpcq Ø ϕpdq. Call σ an
admissibility condition if it is a formula of the form

Ź

i ψipxq^
Ź

j ψ jpxq
for i, j ď n with i ‰ j, and let Σpxq be the set of all admissibility con-
ditions consistent with ϕpxq. If Σpxq “ H, then T $ @x  ϕpxq, so ϕpxq
is just equivalent to K. Otherwise, since |Σpxq| is finite,

Ž

iPΣ σipcq is a
well-formed quantifier-free sentence. We claim:

CLAIM: T $ ϕpcq Ø
Ž

iPΣ σipcq.
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d PROOF: Clearly T $ ϕpcq Ñ
Ž

iPΣ σipcq, since those exhaust the
possibilities consistent with ϕpcq. As for the converse, suppose
T &

Ž

iPΣ σipcq Ñ ϕpcq. That means for at least one disjunct,
σkpcq, T & σkpcq Ñ ϕpcq. Since T is complete, T $ σkpcq ^ ϕpcq,
and thus T $ Dx pσkpxq ^  ϕpxqq. But since σkpxq P Σpxq, some
model of T must satisfy σkpxq^ϕpxq. LetA be such a model, with
say A ( σkpaq ^ ϕpaq for a P A. Since T $ Dx pσkpxq ^  ϕpxqq,
there must be some b P A such that A ( σkpbq ^  ϕpbq. But
A ( σkpaq ^ σkpbq, so a and b agree on each ψi from above, and
hence by assumption they must agree on ϕ, K.

Since T doesn’t mention c, T $ @x pϕpxq Ø
Ž

iPΣ σipxqq.

d ANSWER (a ñ b): Assuming (a) is restated as, “For any A,B ( T
and any a P A, b P B, qftpA paq “ qftpB

`

b
˘

ñ tpA paq “ tpB
`

b
˘

.”:
Let Σpxq B tψpxq | T $ @x pϕpxq Ñ ψpxqq and ψ is quantifier-freeu. Let
c be a set of new constants.

CLAIM: T Y Σpcq $ ϕpcq

d PROOF: Suppose not. Let A ( T Y Σpcq Y t ϕpcqu.

CLAIM: T Y qftpA pcq Y tϕpcqu is satisfiable.

d SUBPROOF: Suppose not. Then for some θpxq P qftpA pcq,
T $ θpcq Ñ  ϕpcq, and hence T $ @x pϕpxq Ñ  θpxqq. So
 θpxq P Σpxq, and thus A (  θpcq. But then it follows that
 θpxq P qftpA pcq, K.

Let B ( T Y qftpA pcq Y tϕpcqu. Since B ( qftpA pcq, we have
qftpA pc

A
q “ qftpB pc

B
q. So by (a), tpA pc

A
q “ tpB pc

B
q, which can’t

be, since A (  ϕpcq, but B ( ϕpcq, K.

Hence, for some θpxq P Σpxq, T $ @x pθpxq Ñ ϕpxqq.
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2. Prove that if a countable theory T is ℵ0-categorical, then all of T ’s models are
ℵ0-saturated.

d ANSWER: Let A ( T . It suffices to show that for any finitely many
a P A, and for any 1-type ppxq over a, ppxq is realized in A. Since T is
ℵ0-categorical, by the Engeler-Ryll-Nardzewski-Svenonius Theorem, all
of T ’s n-types (without parameters) must be principal.

CLAIM: ppxq is principal.

d PROOF: Define the following n-type without parameters:

qpx, yq B tϕpx, yq | ϕpx, aq P ppxqu

Since q is an n-type without parameters, there’s a formula θpx, yq
such that T $ @x, y pθpx, yq Ñ ϕpx, yqq for all ϕ P qpx, yq. But then
T $ @x pθpx, aq Ñ ϕpx, aqq for all ϕpx, aq P ppxq, and hence θpx, aq
supports ppxq.

Now, by Vaught’s Test, T is complete, and hence ppxq cannot be omit-
ted from any model of T . Thus, A realizes ppxq.

3. Prove that there is no saturated model of the theory of dense linear orders
without endpoints of size ℵω.

d ANSWER: Suppose A was a saturated model of DLO of size ℵω. Let
A0,A1,A2, . . . be models of DLO such that for each i P ω, |Ai| “ ℵi and
A “

Ť

i Ai (which we can do, since ℵω is irregular). SinceA is saturated,
it must realize the type pipxq “ tx ą a | a P Ai u for each i P ω, say by
ai. Let ppxq “ tx ą ai | i P ωu. By compactness, ppxq is satisfiable, so A
must also realize ppxq. But it can’t, since A “

Ť

i Ai. K

4. Let M “ ω2 be the set of countable binary sequences, and let M be the
structure with carrier set M in the language L “ tEn | n P ωu where En is a
binary relation symbol to be interpreted so that if a, b P M, Enpa, bq iff for all
i ď n, ai “ bi (where si denotes the ith element in the sequence s).
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(a) Present a list of axioms for Th pMq, and prove that your theory is com-
plete.

(b) Describe all the 1-types realizes inM.

(c) Describe all the 2-types realizes inM.

5. Prove the following:

(a) If T is an infinite, finitely branching recursive tree on N, then there is an
infinite branch f of T that is recursive in 02.

(b) There is a finitely branching recursive tree on N such that whenever f is
an infinite branch of T , 01 is recursive in f .

d ANSWER (a): Let T be an infinite, finitely branching recursive tree.
By König’s Lemma, there is an infinite branch in this tree. We’ll per-
form a ∆0

3-search for an infinite branch f in stages as follows. Suppose
we’re at stage s of our search, having found fs B f æ s. Enumerate the
nodes m1, . . . ,mn immediately extending fs (which can be done since fs

is finite, and T is recursive). Using Inf as an oracle, search through the
mis for a node with infinitely-many nodes extending it. Extend fs to
include the first such mi you find. This will result in an infinite branch
that was found in a ∆0

3-way.

d ANSWER (b): Let A and B be two ∆0
2-inseparable Σ0

2 sets (see this
problem, page 5). We build a binary tree T such that any ∆0

2 branch
would separate A and B, which implies that there cannot be such a
branch.

We construct our tree along Σ0
2-constructions for sets A and B. At

stage s of the construction of our tree, we will extend every branch f
of height s by nodes 0 and 1 so long as:

(i) for all t ă s, t P As ñ f ptq “ 1

(ii) for all t ă s, t P Bs ñ f ptq “ 0

If one of these conditions isn’t met, then don’t extend the branch any
further.

At the end of the construction, we end up with an infinite binary
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tree, so there will be an infinite branch. However, if f is an infinite
branch, then at every stage s of the construction, if f psq “ 1, then f
was extended because either s P A, or because s P AY B. Similarly, if
f psq “ 0, then f was extended because either s P B or s P AY B. The
result, then, is that f “ χC for some C Ě A where C X B “ H. Hence,
if f was constructed in a ∆0

2-way, C would ∆0
2-separate A and B, K.

6. Show that there are a, b P N such that @x pφapxq “ b^ φbpxq “ aq.

d ANSWER: Let f px, y, zq “ x. By s-m-n, there’s a recursive spx, yq such
that f px, y, zq “ φspx,yqpzq. Since s is recursive, by the Uniform Recursion
Theorem, there’s a recursive tpxq such that φspx,tpxqq “ φtpxq “ x .

Now let gpx, y, zq “ y, and let hpx, zq “ gpx, tpxq, zq. By s-m-n, there’s
a recursive rpxq such that hpx, zq “ φrpxqpzq “ tpxq. By the Recursion
Theorem, there’s an a such that φrpaq “ φa “ tpaq . Let b “ tpaq . Then
by the boxed equations, φb “ φtpaq “ a and φa “ tpaq “ b.

7. For A Ď N2, let An “ ty | xn, yy P Au. Show that P B te | @n pW2
e qn is finiteu is

complete at some level of the hierarchy.

d ANSWER: First, we’ll show P is Π0
3. Let tpe, nq be the recursive function

such that Wtpe,nq “ pW2
e qn (it’s easy to check by s-m-n this is recursive).

Then:

Ppeq ô @n ppW2
e qn is finiteq

ô @n pWtpe,nq is finiteq
ô @n Finptpe, nqq

“ Π0
3

Next, we’ll show that P is Π0
3-hard by showing that P is Σ0

3-hard. Let
A be a Σ0

3 set. Then, since Inf is Π0
2-complete, there’s a recursive gpe, xq

such that:

Apeq ô Dn Infpgpe, nqq
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So define the function:

f pe, n, xq B

#

1 if φgpe,nqpxq Ó
Ò otherwise

This is recursive, so by s-m-n, there’s a recursive s such that f pe, n, xq “
φspeqpn, xq. But then:

e P A ñ Dn Infpgpe, nqq
ñ Dn ptx | φgpe,nqpxq Óu is infiniteq
ñ Dn ptx | f pe, n, xq Óu is infiniteq
ñ Dn ptx | φspeqpn, xq Óu is infiniteq

ñ Dn
``

W2
speq

˘

n
is infinite

˘

ñ speq P P
e R A ñ @n Finpgpe, nqq

ñ @n ptx | φgpe,nqpxq Óu is finiteq
ñ @n ptx | f pe, n, xq Óu is finiteq
ñ @n ptx | φspeqpn, xq Óu is finiteq

ñ @n
``

W2
speq

˘

n
is finite

˘

ñ speq P P

This completes the reduction.

8. Let L be the language of PA, and let Val be the set of L-validities. Show
that Val is Σ0

1-complete. [You may assume that every recursive relation is
representable in Q.]

d ANSWER: Val is clearly Σ0
1, since we can recursively enumerate proofs

in first-order logic generally. To show that Val is Σ0
1-hard, we’ll show that

K ďm Val. Since K is Σ0
1, it is weakly represented in Q by some formula,

ϕpxq. But Q is finitely axiomatizable, so where Qax are the finitely many
axioms of Q, Q $ θ iff $

Ź

Qax Ñ θ, i.e. iff x
Ź

Qax Ñ θy P Val.
Hence, we have that n P K iff x

Ź

Qax Ñ ϕpnqy P Val, and since coding
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sentences into gödel numbers can be done in a primitive recursive way,
this complete the reduction.

9. Let T B PAYtPrvPA pxθyq Ñ θ | θ is a sentenceu. Let S B PA`Con pPAq. Show
that T & Con pS q Ñ Con pT q.

d ANSWER: We call the schema PrvPA pxθyq Ñ θ the soundness schema.
We argue for two claims:

CLAIM (1): T is consistent.

d PROOF (1): If T is inconsistent, then for some ψ1, . . . , ψn P T ,
we’d have that PA $

Žn
i“1 pPrvPA pxψiyq ^  ψiq. By distributivity,

PA $
Žn

i“1 PrvPA pxψiyq. Since this is Σ0
1, and since PA is Σ0

1-sound,
Žn

i“1 PrvPA pxψiyq must be true. Hence, PA $ ψi for some i. But
since PA $

Žn
i“1 pPrvPA pxψiyq ^  ψiq, for at least one such ψi, we

must have PA $  ψi, K. Hence, T is consistent.

CLAIM (2): T $ Con pS q.

d PROOF (2): First note that PrvPA pxKyq Ñ K is an instance
of the soundness schema, and so T $ Con pPAq. Now, reason-
ing in T , suppose  Con pPA` Con pPAqq. Then PA $  Con pPAq,
i.e. PrvPA px Con pPAqyq. But then, by the soundness schema,
 Con pPAq, and we already know Con pPAq, K. Hence, T $

Con pPA` Con pPAqq, i.e. T $ Con pS q.

Hence, if it were the case that T $ Con pS q Ñ Con pT q, then we’d
have T $ Con pT q. So by Gödel’s second incompleteness theorem, T
would be inconsistent, K.
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1. Suppose E is a r.e equivalence relation with finitely many equivalence classes.
Show that E is recursive.

d ANSWER: See part (a) of this problem, page 35.

2. Prove that there is a r.e set having the property that its complement is infinite
but the set itself meets every infinite r.e set non-trivially (i.e. it’s not disjoint
with any infinite r.e set; i.e. its complement has no infinite r.e subset).

d ANSWER: We construct such a set A in stages as follows. Set A0 “ H.
At stage s ą 0, search through each of W0,s,W1,s, . . . ,Ws,s and determine
whether any of Wi,s X As´1 “ H. If there isn’t any, set As “ As´1. If
there are some, search through the least such Wi,s for an n ě 2i. If there
is such an n in that Wi,s, set As “ As´1 Y tnu; otherwise, go to the next
W j,s. Repeat this process until you find such an n or run out of sets to
check, in which case, just set As “ As´1.

At any stage, s, |As| ď s, and As Ď t0, . . . , 2su; hence
ˇ

ˇAs

ˇ

ˇ ě |As|. But
for any given infinite set We, there will always be a stage at which an
element n ě 2e is added to We; and eventually, it will be the least such
Wi with this property. Hence, As is infinite, and As XWe ‰ H for some
s, if We is infinite.

3. Show that for any infinite model A, there is a proper elementary extension
B ą A with an elementary embedding f : B Ñ B such that A “

Ş8

n“1 f npBq.
[Hint: Ehrenfeucht-Mostowski]

Note: For most solutions we tried, the idea was to build an Ehrenfeucht-
Mostowski model from A, with indiscernibles c1, c2, c3, . . ., and then have f
send ci ÞÑ ci`1. Then eventually

Ş8

n“1 f npBq wouldn’t contain any of our
original indiscernibles. The problem with this approach, however, is that
there might be some element d which was added to the EM model that could
be written in an infinite number of ways as a term of our original order-
indiscernibles. If this were so, we could have this element appearing in f npBq
for arbitrarily large n, and hence in the intersection of all f npBq. This solution
(credited to Alex Kruckman) gets around this worry.
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d ANSWER: Let M ě A be |A|`-saturated. We say a type ppxq is
finitely satisfiable in A if for every ϕpxq P ppxq, there’s a a P A such
that A ( ϕpaq.

CLAIM (1): There is a type ppxq P St1 pMq such that ppxq is
finitely satisfiable in A but is not realized inM.

d PROOF (1): Add a new constant c to the language, and let:

ppcq B t ϕpc, aq | a P M and A (  Dx, y ϕpx, yqu Y tc ‰ m | m P M u

Consider  ϕ1pc, aq, . . . , ϕnpc, aq and c ‰ m1, . . . , c ‰ mk. Since
A (  Dx, y ϕpx, yq, and since only finitely many mis are men-
tioned, we can always find another element b P A such that
cM “ b will satisfy each of these sentences. Thus, ppcq is sat-
isfiable by compactness, i.e. ppxq P St1 pMq. And clearly while it’s
finitely satisfiable in A, it’s not realized inM.

So take a ppxq over M that’s finitely satisfiable in A but not realized
inM. For notational convenience, let p æ X denote the set of formulae
in ϕ that only mention elements from X as parameters.

CLAIM (2): p is invariant over A, i.e. for all c, d P M and a P A,
if tpM pc{Aq “ tpM

`

d{A
˘

, then ϕpx, c, aq P ppxq ô ϕpx, d, aq P ppxq.

d PROOF (2): Suppose ϕpx, c, aq P ppxq but ϕpx, d, aq R ppxq.
Since p is complete, that means  ϕpx, d, aq P ppxq. Since, ppxq
is finitely satisfiable in A, and since ϕpx, c, aq ^  ϕpx, d, aq P ppxq,
there’s a b P A such that M ( ϕpb, c, aq ^  ϕpb, d, aq. But b P A,
so ϕpb, x, aq P tpM pc{Aq and yet  ϕpb, x, aq P tpM

`

d{A
˘

. Hence
tpM pc{Aq ‰ tpM

`

d{A
˘

. The other direction is similar.

Add countably many constants b0, b1, b2, . . . to the language, and
add to Th pMq sentences ppb0q æ A and for each i P ω ppbi`1q æ

A Y tb0, . . . , biu. Since M is |A|`-saturated, all of these types are re-
alized inM.
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CLAIM (3): tbi | i P ωu is a set of order-indiscernibles over A.

d PROOF (3): By induction on the length of the sequence.

Basis: IfM ( ϕpbi, aq with a P A, then ϕpx, aq P p æ A, and hence
ϕpx, aq P p æ AY tb0, . . . , b j´1u. SoM ( ϕpb j, aq. X

Induction: Suppose we already have that where i1 ă ¨ ¨ ¨ ă

in`1 and j1 ă ¨ ¨ ¨ ă jn`1, tpM pbi1 , . . . , bin{Aq “

tpM pb j1 , . . . , b jn{Aq. Allow me to write bi for the n-many
bi1 ă ¨ ¨ ¨ ă bin, and similarly for b j. Then by Claim (2),
we have that for any formula ϕpx, y, aq, ϕpx, bi, aq P ppxq ô
ϕpx, b j, aq P ppxq. So taking a formula ϕpx, y, aq, we have:

ϕpx, y, aq P tpM
`

bi, bi`1{A
˘

ô ϕpx, bi, aq P tpM
`

bi`1{A, bi
˘

ô ϕpx, bi, aq P ppxq

ô ϕpx, b j, aq P ppxq

ô ϕpx, b j, aq P tpM
`

b j`1{A, b j
˘

ô ϕpx, y, aq P tpM
`

b j, b j`1{A
˘

This completes the proof.

Now, let B B xAY tbi | i P ωuyM, and let f : B Ñ B send bi ÞÑ bi`1

and keep A fixed. Clearly, A Ď
Ş8

n“1 f npBq. Now, let c P
Ş8

n“1 f npBq.
Then c P B, so there must be a term t1 such that c “ t1pbiq, where
bi1 ă ¨ ¨ ¨ ă bin. But c P f in`1pBq, so there must be some term t2

such that c “ t2pb jq, where bin ă b j1 ă ¨ ¨ ¨ ă b jm. Hence, the for-
mula (where m is the length of x), t2pxq “ t1pbiq P tpM

`

b j{A, bi
˘

. Now
since by construction M ( p æ pA Y tb0, . . . , b jm´1uqpb jmq, we have that
t1pb1, . . . , bm´1, xmq “ t2pbiq P ppxq. But since p is finitely satisfiable in A,
there must be some am P A such thatM ( t1pb j1 , . . . , b jm´1 , amq “ t2pbiq.
Hence, t1px1, . . . , xm´1, amq “ t2pbiq P tpM

`

b j1 , . . . , b jm´1{A, bi
˘

. Con-
tinuing in this way, we can get a sequence a1, . . . , am P A realizing
t1pxq “ t2pbiq. But then c “ t1paq P A.
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4. Let L “ x0,`y. Prove that the extension xQ, 0,`y Ď xR, 0,`y is elementary.

d ANSWER: By Tarski-Vaught, it suffices to show that for every ϕpx, yq,
and for any a P Q, if R ( Dy ϕpa, yq, then for some b P Q, R ( ϕpa, bq.
We will proceed by first showing that xR, 0,`y has quantifier elimina-
tion. Then we’ll take ϕpa, yq, replace it with its quantifier-free equiva-
lent ψpa, yq, and then prove the claim by brute force.

CLAIM: xR, 0,`y has quantifier-elimination.

d PROOF: It suffices to check that, where θpx, yq is a conjunction of
literals, there’s a quantifier-free ψpxq such that for all a P R, R (
pDy θpa, yq Ø ψpaqq. The literals of this language are equivalent to
formulae of the form “y “

řn
i“1 cixi” or “y ‰

řn
i“1 cixi” (where ‘cixi’

is just an abbreviation for ‘xi`¨ ¨ ¨` xi’ with ci-many summands).a

If θpx, yq contains any of the former kind, then we can take one
instance of “

řn
i“1 ciai” and replace y with it everywhere in θpa, yq.

So it suffices to check just the cases where θpx, yq is a conjunction
of literals of the form “y ‰

řn
i“1 cixi”. But in this case, since there

are only finitely many inequalties, there will always be such a y
in R, so we can simply replace θpa, yq with J.

a I guess it should be more general than this, e.g. dy “
řn

i“1 cixi, but there’s
ways of reducing those cases to cases where the literals are just of this form
(e.g. common multiples).

Now, take R ( Dy ϕpa, yq, with a P Q, where we’ve ensured ϕ is
quantifier-free by quantifier-elimination. Thus, it suffices to consider
the case where ϕpa, yq is of the form:

n
ľ

k“1

y “
nk
ÿ

ik“1

cikaik ^

n
ľ

l“1

y ‰
nl
ÿ

il“1

cilail

If there are any conjuncts in the big conjunction on the left, then what-
ever realizes this formula in R must be a rational number, since it is the
sum of finitely many rationals. On the other hand, if there aren’t any
conjuncts in the big conjunction on the left, then there will always be a
rational number that realizes these inequalities. Either way, there is a
b P Q such that R ( ϕpa, bq.
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5. Show that there is no total function f for which f ďT H
1 and for every e, if

We is finite, then f peq “ |We|.

d ANSWER: See this problem, page 50. The “ď” in that problem can be
changed to ““” without much change in the proof. For a slightly more
difficult problem, see this problem, page 40.

6. Let L be a countable first-order language, let L1 “ L Y tPi | i ă ωu for some
new unary predicates tPi | i ă ωu, and let T 1 be a complete, consistent L1-
theory. Suppose Σpxq is a set of L formulae such that for each n P ω, T 1 X
pL Y tPi | i ă nuq has a model omitting Σpxq. Prove that T 1 itself has a model
omitting Σpxq.

d ANSWER: See this problem, page 49.

7. Consider the semiring:

Z rxsě0 “ t f pxq P Z rxs | DN P N @n ą N p f pnq ě 0qu

Order Z rxsě0 by:

f ď g ô Dh P Z rxsě0 f ` h “ g

Prove or disprove: xZ rxsě0 ,ď,`,ˆ, 0, 1y ( PA.

d ANSWER: Define the sentence:

ϕ B @x rDy px “ 2 ¨ yq _ Dy px “ p2 ¨ yq ` 1qs

We know that PA $ ϕ. Consider, however, f pxq “ x. f P Z rxsě0, since
0 can witness N. But there is no g P Z rxsě0 such that f “ 2 ¨ g, since
g must have coefficients from Z. And there is no g P Z rxsě0 such that
f “ 2 ¨g`1, since otherwise x´1 “ 2 ¨g, which would again violate the
fact that g must have coefficients from Z. Hence, f is a counter-example
to ϕ in Z rxsě0, so Z rxsě0 * PA.

8. Show by example (and prove that your example has the requisite properties)
that there is a complete theory T in a countable language for which there is
exactly one 1-type relative to T but continuum many 2-types.
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1. Suppose ϕpx, yq and ψpyq are two LPA-formulae. Let:

Σpxq B Th pNq Y tϕpx, nq | N ( ψpnqu Y t ϕpx, nq | N (  ψpnqu

be a consistent (partial) 1-type. Prove that if M Ą N, andM ” N, then there
is a b P M such thatM ( Σpbq.

d ANSWER: LetM ( Th pNq be nonstandard. Consider the formula:

θpxq B Dy @z ă x pϕpy, zq Ø ψpzqq

That is, θpnq roughly says, “There is a witness to the first n ϕ-formulae
of Σpxq” (where by the kth ϕ-formula, I mean ϕpx, kq if N ( ψpkq and
 ϕpx, kq otherwise).

If there were an m P N such that N * θpmq, that would mean that
there is no witness to the first m ϕ-formulae of Σpxq, i.e. some finite
subset of Σpxq would be unsatisfiable, K. Hence, N ( θpmq for all m P N,
and so N ( @x θpxq. Since M ” N, M ( @x θpxq. But then for any
nonstandard element b P M, M ( θpbq, i.e. M has a witness to all of
the ϕ-formulae in Σpxq.

2. Show that there is a function f : NÑ N such that every arithmetically defin-
able set can be computed from any function g for which @n pgpnq ě f pnqq.

3. Prove that Th pZ,ăq is decidable.

d ANSWER: See this problem, page 12, part (a) for a proof that Th pZ,ăq
is finitely axiomatizable and complete. From these two facts, it follows
that Th pZ,ăq is decidable.

4. Prove the following:

(a) If xT,ďy is an infinite, finitely branching tree, then there is an infinite
subset S Ď T which is linearly ordered by ď.

(b) There is a recursively finitely branching tree for which there is no infinite
recursive S Ď T linearly ordered by ď.
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d ANSWER (a, b): See this problem, page 59 for both parts. To say
that S Ď T is linearly ordered just means that S is a branch of T . Part
(a) is just König’s lemma, which is the proof given in part (a), except
with no concern regarding the complexity. Part (b) can be shown using
∆0

1-inseparable r.e sets instead.

5. We say that T eliminates D8 if for each formula ϕpx1, . . . , xn, y1, . . . , ymq, there
is a formula θpzq such that for allM ( T ,M ( θpbq ô

 

a P Mn
ˇ

ˇM ( ϕpa, bq
(

is infinite.

(a) Show that T eliminates D8 iff for each ϕpx, yq, there is a number nϕ such
that for any modelM ( T and any b P Mm, if the set

 

a P Mn
ˇ

ˇM ( ϕpa, bq
(

is finite, it has size at most nϕ.

(b) Show that if T is countable and T does not eliminate D8, then there is
an uncountable model M ( T and a countably infinite definable (with
parameters) set X Ď M.

d ANSWER (a):

(ð) Let ϕpx, yq be a formula, and let nϕ be as above. Define:

θpyq B Dx0, . . . , xnϕ

¨

˚

˚

˝

ľ

i, jďnϕ
i‰ j

pxi ‰ x jq ^

nϕ
ľ

i“0

ϕpxi, yq

˛

‹

‹

‚

where xi ‰ x j abbreviates
Žn

k“1 xi,k ‰ x j,k (i.e. the tuple xi is not
completely identical to the tuple x j). Clearly, for any given b, if
there are infinitely many a such thatM ( ϕpa, bq, thenM ( θpbq.
Conversely, ifM ( θpbq, then the size of

 

a P Mn
ˇ

ˇM ( ϕpa, bq
(

is
at least nϕ ` 1, so it must be infinite, by the definition of nϕ.

(ñ) Suppose T eliminates D8, and let ϕpx, yq be a formula, where θpyq
is the eliminating formula. Suppose for reductio that there is no
such number nϕ. That means for each k P ω, there is a model
Mk ( T and a bk P Mk such that

 

a P Mn
k

ˇ

ˇMk ( ϕpa, bkq
(

is finite,
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but has size greater than k. Now, add some new constants c to the
language, and define:

Γ B T Y t θpcqu Y tDěnx ϕpx, cq | n P ωu

Take any finite Γ0 Ď Γ. It will only contain finitely many in-
stances of Děnx ϕpx, cq. So pick the greatest k such that we have
D
ěkx ϕpx, cq P Γ0. By hypothesis, there is a bk P Mk such that
 

a P Mn
k

ˇ

ˇMk ( ϕpa, bkq
(

is finite but greater than k. Hence, setting
cMk

i “ bi will satisfy Γ0. By Compactness, Γ is satisfiable. But then
for some N ( T , N (  θpcq, while the set ta P Nn | N ( ϕpa, cqu
is infinite, contrary to the definition of θ, K.

6. Prove that if X Ď N is an infinite r.e set, then there is a recursive f : X Ñ X
such that f has no fixed points, but f ˝ f “ idX.

d ANSWER: Let a0, a1, a2, . . . be a recursive enumeration (without repe-
titions) of X. Define f as follows:

f paiq “

#

ai`1 if i is even
ai´1 if i is odd

That is, f is a sequence of loops of length 2 between elements of X.
Then clearly f p f paiqq “ ai. Furthermore, the graph of f is r.e., since we
can just list the members of f as we list the members of X. Hence, f is
recursive.

7. Give an example (with proof that your example works) of a universal model
which is not saturated.

d ANSWER: Given our analysis of this problem, page 12, we can use the
model xQ´ ˆ Z,ăy, where Q´ is the nonpositive half of Q. We know
that Q ˆ Z can be embedding into Q´ ˆ Z, since Q can be embedded
into any proper initial segment of itself. But xQ´ ˆ Z,ăy isn’t saturated,
since it omits the type saying, “x is infinitely far ahead of x0, 0y”.
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8. Does there exist a consistent, recursive T Ě PA for which T $  Con pT q?
Justify your answer.

d ANSWER: Surprisingly, yes! Let T “ PA `  Con pPAq. By Gödel’s
second incompleteness theorem, T is consistent; and clearly T is recur-
sive, since PA is. Furthermore, T $  Con pPAq, and PA $  Con pPAq Ñ
 Con pPA` Con pPAqq (since PA knows that, if it’s inconsistent, so are
all of its extensions). Hence, T $  Con pT q.9

9 An important point about this problem is that this is made possible by the fact that T is ω-
inconsistent. Suppose T were ω-consistent. Then T would be Σ0

1-sound. But then, if T $  Con pT q,
 Con pT q would have to be true, K. Hence, this situation can only arise if T is ω-inconsistent. In
that case, the idea is that while T thinks it’s inconsistent, it’s actually wrong.
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1. Prove or disprove: There is a partial recursive f pxq such that whenever We is
finite, f peq Ó and |Wd| ď f peq.

d ANSWER: See this problem, page 50.

2. Let L “ t f u, where f is a unary function symbol. Prove that the empty L-
theory has a model companion. (And I quote: “In principle, this could be
solved by abstract nonsense, but we would prefer to see an axiomatization of
the model companion and then a proof that your axiomatization works.”)

3. LetM ( PA and let ϕpx, yq be an LPA-formula. Let c P M with c ą 0, and let
S Ď ta P M | a ă cu. Suppose that for all a P S , M ( Dx ϕpx, aq. Show that
there is a b P M such that for all a P S ,M ( Dx ă b ϕpx, aq.

d ANSWER: Define the formula (where a and b are treated as variables
for readability):

θpuq B Db @a ă u pDx ϕpx, aq Ñ Dx ă b ϕpx, aqq

We know that for all a P S , M ( Dx ϕpx, aq,a so if M ( θpcq, then
M ( Db @a ă u Dx ă b ϕpx, aq. Thus, there’s a b such that for all a P S ,
M ( Dx ă b ϕpx, aq. So we just need to show thatM ( θpcq.

In fact, we’ll show that M ( @u θpuq. First, note that PA $ θp0q,
since the outermost bounded universal becomes trivial. Next, we want
to show that PA $ @u pθpuq Ñ θpu` 1qq. Reasoning in PA, suppose
for reductio that θpuq is true, but not θpu ` 1q. That means that for all
b, there’s an a ă u ` 1 such that ϕpx, aq has a witness, but not one
less than b. Let these witnesses be d0, . . . , dv (where v ď u). Consider
d B max pd0, . . . , dvq ` 1. By hypothesis, there must be some a ă u ` 1
which has a witness to ϕpx, aq, but not one less than d. But regardless
of the a we pick, if ϕpx, aq has a witness, then da ă d is a witness, K.
Hence, moving outside of PA, we conclude PA $ @u pθpuq Ñ θpu` 1qq.

So by the induction schema, PA $ @u θpuq, from which it follows
thatM ( θpcq.

a It’s okay if there’s such a where a R S .
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4. Let E B te | We “ Hu. Prove or disprove: Inf ďT E.

d ANSWER: See this problem, page 81, for a proof that Inf is Π0
2-

complete. As for E:

Epeq ô We “ H

ô @x px R Weq

“ Π0
1

That is, E is at most Π0
1. So Inf ­ďT E.

5. Let M be an L-structure, and for each i P ω, let Ai ď M. Let L
1

“ L Y

tPi | i P ωu, where Pi is a new unary predicate symbol, and let M1 be the
expansion ofM to L

1

via the interpretation PM
1

i “ Ai. Assume that for each
finite F Ď ω,

Ş

iPFAi ďM. Show that there is an N 1 ěM1 for which there is
a B ď N , where N B N 1 æ L, such that:

(i) for each i P ω, B Ď PN
1

i

(ii) BX M “
Ş

iPω Ai

d ANSWER: Add a new unary predicate B to the language, and consider
the following theory:

T B ElDiag pMq Y t@x pBpxq Ñ Pipxqq | i P ωu

Y

#

 Bpaq

ˇ

ˇ

ˇ

ˇ

ˇ

a P M ´
č

iPω

Ai

+

Y

#

Bpaq

ˇ

ˇ

ˇ

ˇ

ˇ

a P
č

iPω

Ai

+

Y

#

@x

«˜

n
ľ

k“1

Bpxkq ^ Dy ϕpx, yq

¸

Ñ Dy pBpyq ^ ϕpx, yqq

ff
ˇ

ˇ

ˇ

ˇ

ˇ

ϕ is
an L-
formula

+

Suppose T is satisfiable. Then there’s an N 1 ě M satisfying T . By
Tarski-Vaught, B B xBN

1

y
N 1 ď N 1. Also, BN

1

i Ď PN
1

i . Now, if a P B X M,
since B X pM ´

Ş

iPω Aiq “ H, a P
Ş

iPω Ai, i.e. B X M Ď
Ş

iPω Ai. And if
a P

Ş

iPω Ai, then clearly a P M and a P BN
1

. Hence, it suffices to show
that T is finitely satisfiable.

73



January 2010

If Γ Ď T is a finite number of sentences not in ElDiag pMq, then
it only mentions finitely-many Pi’s, say with i P F for some finite F.
Hence, if we take BN “

Ş

iPF Ai, which by hypothesis gives us that
xBMyM ďM, then M expanded in this way will model Γ.

6. For the sake of this problem, you may assume that every finite partial order
can be extended to a linear order.

(a) Show that, if xA,Ry is a partial order, then there is a linear order ă on A
such that ăĚ R.

(b) Show that, if xω,Ry is a recursive partial order, then there is a ∆0
2 set

S Ď ω2 such that R Ď S and xω, S y is a linear order.

d ANSWER (a): Let L “ tR,ău, and define the L-theory T to be the
theory containing ElDiag pAq which says that ă is a linear order and
that R Ďă. Since any finite partial order can be extended to a linear
order, every finite subset of T will be consistent. So by Compactness, T
will be satisfiable, say by B ( T . But then xA,RB æ A,ăBæ Ay will be a
linear order extending A.

7. Give an example of a modelM (you choose the language) such that there are
elements a, b P M, a model N ě M, and an automorphism σ : N Ñ N such
that σpaq “ b, but there is no automorphism τ : M Ñ M for which τpaq “ b.

d ANSWER: See this problem, page 21. Part (b) gives several examples
of a model in which there is an element a P M that’s not definable, and
yet every automorphism of M fixes a. But part (a) shows that, if a is
not definable, we can always elementarily extend to another model N
in which there is an automorphism that doesn’t fix a.

8. LetM ( PA.

(a) Show that there is no ϕpx, yq such that for every definable set D Ď M,
there is some parameter b P M for which D “ ta P M |M ( ϕpa, bqu.
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(b) Show that for any c P M, there is a formula θpx, yq such that for any
definable D Ď ta P M | 0 ď a ă cu, there is a parameter d P M where
D “ ta P M |M ( θpa, dqu.

d ANSWER (a): Consider the set C B ta P M |M (  ϕpa, aqu. C is
clearly a definable set (by formula  ϕpx, xq), so by hypothesis, there’s
a b P M such that C “ ta P M |M ( ϕpa, bqu. But b P C ôM ( ϕpb, bq
ôM *  ϕpb, bq ô b R C, K.

d ANSWER (b): The idea is that this parameter will be a code for D. Let
c P M be fixed, and define θpx, yq B px | y (where pi is the ith prime).
Let D ă c be defined by ϕpxq. Suppose we show that:

PA $ @z Dy @x ă z pϕpxq Ø θpx, yqq

Then we haveM ( Dy @x ă c pϕpxq Ø θpx, yqq. Hence, for some d P M,
M ( @x ă c pϕpxq Ø θpx, dqq. But if b ě c, then M (  ϕpbq and
(by appropriately picking our d) M (  θpb, dq. Hence, actually, we
haveM ( @x pϕpxq Ø θpx, dqq. Thus, D “ ta P M |M ( θpa, dqu. So it
suffices to show:

CLAIM: PA $ @z Dy @x ă z pϕpxq Ø θpx, yqq.

d PROOF: By induction. Clearly, PA $ Dy @x ă 0 pϕpxq Ø θpx, yqq.
Next, reasoning in PA, suppose Dy @x ă n pϕpxq Ø θpx, yqq. Ei-
ther n satisfies ϕ or it doesn’t. If it does, then taking the wit-
ness for @x ă n pϕpxq Ø θpx, yqq, we can extend it by multiply-
ing it by pn to obtain a witness for @x ă n ` 1 pϕpxq Ø θpx, yqq.
If it doesn’t, then our original witness will automatically give
us as a witness to @x ă n ` 1 pϕpxq Ø θpx, yqq. Either way,
Dy @x ă n` 1 pϕpxq Ø θpx, yqq.

This completes the proof.
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1. Prove or disprove the following statements:

(a) There exists an e such that We “ tx | φepxq Òu.

(b) There exists an e such that We “ tx | φxpeq Óu.

d ANSWER (a): False. By definition, We “ dom pφeq “ tx | φepxq Óu.

d ANSWER (b): True. Define:

f pe, xq “

#

1 if φxpeq Ó
Ò otherwise

This function is recursive, so by s-m-n, there’s a total recursive spxq such
that f pe, xq “ φspeqpxq, and thus Wspeq “ tx | φxpeq Óu. By the Recursion
Theorem, there’s an a such that φspaq “ φa. Thus, Wa “ tx | φxpaq Óu.

2. Show that every countable structure in a countable language has an ℵ0-
homogeneous elementary extension.

d ANSWER: LetA be a countable structure. We will build an elementary
chain of models A ď B1 ď B2 ď B3 ď ¨ ¨ ¨ such that |Bi| “ ℵ0 for each i,
and such that if tpBi

paq “ tpBi

`

b
˘

, then for each c P Bi, there’s a d P Bi`1

such that tpBi`1
pa, cq “ tpBi`1

`

b, d
˘

. It will follow that B B
Ť

iBi will be
a ℵ0-homogeneous countable elementary extension of A.

Suppose we’ve built Bi with the desired properties. First, list all the
tuples

@

ai, bi, ci
D

P B2n`1
i such that tpBi

paq “ tpBi

`

b
˘

. We will build an
“inner” elementary chain of models Bi, j as follows. First, set Bi,0 B Bi.
Next, given Bi, j, since tpBi, j

pa jq “ tpBi, j

`

b j
˘

, and since tpBi, j
pa j, c jq is a

consistent type, there is an elementary extension Bi, j`1 ě Bi, j (which
we can ensure is countable by Downward Löwenheim-Skolem) such
that for some d j P Bi, j`1, tpBi, j`1

pa j, c jq “ tpBi, j`1

`

b j, d j
˘

. Finally, take
Bi`1 B

Ť

jBi, j. Then clearly Bi`1 has the desired properties.
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3. If A, B are sets of natural numbers, define the symmetric difference operation
as A B B pA´BqYpB´Aq. Say A « B, that is A is almost B, if A B is finite.
Finally, define the set P B txx, yy | Wx « Wy u. Show that P is Σ0

3-complete.
[Hint: Show that Cof is Σ0

3-complete first.]

d ANSWER: Suppose Cof is Σ0
3-complete. We’ll show that P is Σ0

3, and
that Cof ďm P. First:

Ppa, bq ô Wa « Wb

ô pWa ´Wbq Y pWb ´Waq is finite
ô Ds, n rSeq psq ^ lh psq “ n^ @i, j ă n ppsqi ‰ psq jq^

@x px P Wa ^ x R Wb Ø Di ă n ppsqi “ xqqs
^ vice versa for a and b

“ Ds, n p∆0
1 ^ ∆

0
1 ^ ∆

0
1 ^ @x pΠ0

1 ^ Σ
0
1 Ø ∆

0
1qq

“ Σ0
3

Next, let We “ N for some fixed e. Let f pxq “ xx, ey. Clearly f is
recursive, and x P Cof iff f pxq P P. Hence, so long as we can show Cof
is Σ0

3-complete, we’ll have a proof that P is as well.
The proof of Cof being Σ0

3-complete is rather involved. It involves
another priority-esque argument. . . But showing Cof is Σ0

3 is at least
straightforward: in defining Cofpeq, just replace “x P Wa ^ x R Wb” with
“x R We”. This will still be Σ0

3, as is easy to check.

4. Let T be the theory of discrete linear orders without endpoints.

(a) Describe the prime model of T , and justify your answer.

(b) Describe the countably saturated model of T , and justify your answer.

(c) Give an example of a countably homogeneous model of T that’s neither
prime nor saturated. (FALSE)

d ANSWER (a,b): See this problem, page 12. There, part (a) proves
background needed for parts (b) and (c).
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d ANSWER (c): Not possible. SupposeA ( T is homogeneous, and that
A fl xZ,ăy. Thus, for some nontrivial linear order L, A – xLˆ Z,ăy.
We will show that L – Q, from which it will follow that A is saturated.
To show this, since Q is the only countable dense linear order without
endpoints, it suffices to show that L is dense and without endpoints.

Before proceeding, recall from part (c) of this problem, page 12 that
T has an elimination set. This elimination set only contains formulae
with two free variables; hence, every formula with one free variable
must be equivalent to some boolean combination of these formulae
where the first and second variables are the same. But (by induction)
every such boolean combination is equivalent modulo T to either J or
K. Hence, every element in A satisfies the same exact formulae with
one free variable, viz. the formulae which are equivalent to J.

CLAIM (1): L doesn’t have a top element.

d PROOF (1): Suppose for reductio that t P L is a top element.
Let a, b P A be such that a’s first coordinate isn’t t, but b’s first
coordinate is. By the above remarks, the map f : tau Ñ A such
that a ÞÑ b is partial elementary. And since A is homogeneous, it
follows there’s an automorphism σ Ě f .

Since σ is an automorphism, it preserves order, and hence it
must send b to some element above b (since a ă b). But a, b
satisfy the 2-type saying “x is infinitely far behind y”; thus, so
must σpaq, σpbq. Hence, σpbq must be infinitely far ahead of b.
But this is impossible since b lies on the last Z-chain in A, K.

a b

t

ˆ

ˆ

ˆ

?
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A similar proof can be used to show L has no bottom element.

CLAIM (2): L is dense.

d PROOF (2): Suppose for reductio that there are two elements
s, t P L with s ă t such that there is no r P L where s ă r and
r ă t. Let a, b, c P A be elements such that a’s first coordinate is
s, b’s is t, and c’s is some element above t (which by Claim (1)
we know must be possible). Let f : ta, cu Ñ A map a ÞÑ a and
c ÞÑ b. By part (c) of this problem, 12, a, c satisfy the same 2-type
as a, b, viz. the one which says “x is infinitely far below y”. Hence,
f is partial elementary, and since A is homogeneous, there is an
automorphism σ Ě f .

Since σ is an automorphism, it must preserve order, and hence
it must send b to some element between a and b. σpbq can’t be on
the same Z-chain as σpcq “ b, since otherwise σpbq, σpcq would
not satisfy the type saying “x is infinitely far below y”, whereas b, c
would. And σpbq can’t be on the same Z-chain as σpaq “ a, since
σpaq, σpbq would also not satisfy that type, whereas a, b would.
Hence, σpbq must lie on a Z-chain between a and b. But there is
no such Z-chain, since there is no element between s and t, K.

a

s

ˆ

ˆ

ˆ

b

t

c

?

Hence, L – Q.

5. LetM ( PA be nonstandard, and let X Ď N. Show that if there is an a P M
which codes X, then for all nonstandard b, there is a c ă b that codes X.
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d ANSWER: If X is finite, then some finite sequence s will code X,
and hence for all nonstandard b, s ă b, in which case the claim is
immediate. So suppose X is infinite, i.e. it’s coded by some nonstandard
a. Consider the formula (with parameter a):

ϕpx, aq B Seq pxq ^ Dn plh pxq “ n^ @m ă n ppm | x Ø pm | aqq

where pk is the kth prime, which is something that can be expressed in
the language of PA. Then this will be true for arbitrarily large x: for
any k P N such thatM ( ϕpk, aq, there will always be a k1 P N such that
M ( k1 ą k ^ ϕpk1, aq, just by considering the sequence which includes
the next prime pn such that n P X. Hence, by overspill, there must be
arbitrarily small c such that M ( ϕpc, aq, i.e. for all nonstandard b,
there is a c ă b such that c codes X.

6. Let T be a countable theory with infinite models. Show that there is an
uncountable model M ( T such that, up to isomorphism, there are only
countably many finitely generated substructures ofM.

7. Show that there exists a set A recursive in 01 which is not a boolean combina-
tion of r.e sets.

d ANSWER: Just as we can enumerate the sentences of a proposi-
tional language, so too we can enumerate the boolean combinations
of r.e sets We. Let these boolean combinations be enumerated by
B0, B1, B2, . . .. Clearly, each Bi is recursive in 01. But now define the
set C B te | e R Be u (akin to K). Since each Be is recursive in 01, so is C.
But if C “ Bd, then Bdpdq iff Cpdq iff  Bdpdq, K.

8. Show that Th pZ, 0,`q is decidable.
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1. Prove or disprove: If A ă B, and a P B´ A, then a is not definable.

d ANSWER: True. Suppose a were definable with ϕpxq. That is, B (
@x px “ a Ø ϕpxqq. Then B ( D!x ϕpxq. However, since A ď B,
A ” B, so A ( D!x ϕpxq. But then there’s an element a1 P A such that
A ( ϕpa1q. Again, since A ď B, B ( ϕpa1q. But a ‰ a1, since a1 P A and
a R A. Hence B * @x pϕpxq Ñ x “ aq, K.

2. Show that Inf is Π0
2-complete.

d ANSWER: First, to show Inf is Π0
2:

Infpeq ô We is infinite
ô @n Ds rSeq psq ^ lh psq ą n^ @i, j ď npi ‰ j Ñ psqi ‰ psq jq^

@i ď n ppsqi P Weqs

“ @n Ds p∆0
1 ^ ∆

0
1 ^ ∆

0
1 ^ Σ

0
1q

“ Π0
2

To show that it’s Π0
2-hard, let A be Π0

2 so that Apeq iff @x Dy Rpx, y, eq
where R is ∆0

1. Define the function:

f pe, nq “

#

1 if @x ă n Dy Rpx, y, eq
Ò otherwise

This function is recursive, so by s-m-n, there’s a total recursive s such
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that f pe, nq “ φspeqpnq. But then:

e P A ñ @x Dy Rpx, y, eq
ñ @x p f pe, xq Óq
ñ @x pφspeqpxq Óq
ñ speq P Inf

e R A ñ Dx @y  Rpx, y, eq
ñ @z ą x p f pe, zq Òq
ñ |Wspeq| ă ℵ0

ñ speq R Inf

This completes the reduction.

3. (a) Does every nonstandard model of PA have a proper elementary substruc-
ture?

(b) Does every nonstandard model of PA have a proper Σ0
1-elementary sub-

structure?

d ANSWER (a): No. LetM ( PA be nonstandard. Consider the set X B
ta P M | a is definable without parametersu, and let A B xXyM. Clearly
A Ď M. To show that it’s elementary, suppose M ( Dx ϕpx, aq, for
some parameters a P X. Then sinceM ( PA, and since for any ψpx, yq,
PA $ @x pDy ψpx, yq Ñ Dy pψpx, yq ^ @z ă y  ψpx, zqqq, we have that
M ( Dx pϕpx, aq^@y ă x  ϕpy, aqq. But this witness must be unique, so
the formula ϕpx, aq ^ @y ă x  ϕpy, aq must define an element ofM, say
b. Hence, b P X, so A ( ϕpb, aq ^ @y ă x  ϕpb, aq. It follows that A is
an elementary substructure.

Since A ď M, A ( PA. But if A1 Ă A is a proper substructure,
it cannot be elementary, as it will be missing elements which are re-
quired by the definable elements ofM. That is, there will be a formula
ϕpxq such that A ( Dx ϕpxq, but A1 (  Dx ϕpxq. So A1 couldn’t sat-
isfy exactly the same formulae as A, so it couldn’t be an elementary
substructure. Thus, A is a nonstandard model of PA with no proper
elementary substructure.
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4. Show that any theory with Skolem functions has quantifier elimination.

d ANSWER: Suppose a theory T has Skolem functions. So for every
ϕpx, yq, there is a term tϕpxq such that T $ @x pDy ϕpx, yq Ø ϕpx, tϕpxqq.
But this is exactly what we need to prove quantifier elimination. Sup-
pose we’re trying to show that Dy σpx, yq is equivalent to a quantifier-
free formula modulo T , where σpx, yq B

Źn
i ϕipx, yq^

Źk
j  ψ jpx, yq, and

where ϕi, ψ j are all quantifier-free. Since T has Skolem functions,
T $ Dy σpx, yq Ø σpx, tσpxqq for some term tσ. But then σpx, tσpxqq
is quantifier free, so σpx, tσpxqq will work.

5. We say a linear order xL,ăy is scattered if for all a ă b ă c, the interval
pa, bq either is empty or has a maximal element, and the interval pb, cq either
is empty or has a minimal element. Let xL,ăy be a scattered linear order.
Show that Th pL,ăq is recursive.

6. A linear order xL,ăy is anti-well-ordered if every nonempty X Ď L has
a maximal element. Prove or disprove: if xL,ăy is a countable anti-well-
ordered linear order, then there is a countable anti-well-ordered linear order
xK,ăy such that xL,ăy ” xK,ăy.

d ANSWER: If xL,ăy is an uncountable anti-well-ordered linear order,
then by Downward Löwenheim-Skolem, there is a countable linear or-
der xK,ăy with xK,ăy ď xL,ăy (and hence xK,ăy ” xL,ăy). Now,
this doesn’t immediately guarantee that K is anti-well-ordered, since
there is no first-order sentence which is true exactly of the linear or-
ders that are anti-well-ordered. But thankfully, this isn’t an issue: if we
take a subset X Ď K, then a fortiori X Ď L, and hence X has a maximal
element. So consequently, K is anti-well-ordered as well.

7. (a) Show that there is a pair of recursively inseparable r.e sets.

(b) Show that any pair of disjoint Π0
1 sets is recursively separable (i.e. not

recursively inseparable).
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d ANSWER (a): See this problem, page 5, part (a). The proof is basi-
cally the same, except you don’t need to relativize to oracles, so C will
be ∆0

1, and A, B will be Σ0
1.

d ANSWER (b): First, we make the following claim:

CLAIM: If A, B are Σ0
1 sets, then there are Σ0

1 sets A1, B1 such that
A1 Ď A, B1 Ď B, A1 X B1 “ H, and A1 Y B1 “ AY B.

d PROOF: Enumerate A and B in stages, so that A “
Ť

s As and
B “

Ť

s Bs. We construct A1 and B1 in stages alongside A and B.
At stage 0, we let A0 “ B0 “ A10 “ B10 “ H. Now, suppose we’ve
constructed A1t and B1t.

If t “ 2s, then for stage t ` 1, we continue our construction of
A to As`1. Let as`1 be the new element added to As`1. If as`1 is
not in Bs, then set A1t`1 “ A1tYtas`1u. Otherwise, set A1t`1 “ A1t. In
either case, take B1t`1 “ B1t.

If t “ 2s` 1, then for stage t` 1, we continue our construction
of B to Bs`1. Let bs`1 be the new element added to Bs`1. If
bs`1 is not in As`1, then set B1t`1 “ B1t Y tbs`1u. Otherwise, set
B1t`1 “ B1t. In either case, take A1t`1 “ A1t. It’s easy to check that
this construction works.

Now, consider two disjoint Π0
1 sets, A and B. Then their complements

A and B are Σ0
1. Hence, by the above claim, there are two sets A1 Ď A

and B1 Ď B such that A1XB1 “ H and A1YB1 “ AYB. Since AXB “ H,
AYB “ N, so A1YB1 “ N. And since A1 and B1 were disjoint, A1YB1 “ N.
But A1 “ N´ B1, so:

A1 “ N´ B1 “ NX B1 “ HY B1 “ B1

(It’s easier to see this if you draw out a Venn diagram; these calculations
are also easy to figure out if you just remember that these set-theoretic
operations correspond exactly to boolean operations.) Similarly, B1 “
A1. Hence, both A1 and B1 are recursive. Furthermore, since A1 Ď A,
A Ď A1, and A1 X B “ H since A1 X B1 “ H and B Ď B1.
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8. Let L “ xQ,ăy, and consider the structure R which interprets ă as the usual
ordering and QR “ Q. Find an axiomatization of Th pR,ă,Qq, and show that
it is complete.

d ANSWER: Let T be the theory:

T B DLOY t@x y px ă y^ Qpxq ^ Qpyq Ñ Dz px ă z^ z ă y^ Qpzqqqu
Y t@x Dy pQpyq ^ x ă yq, @x Dy pQpyq ^ y ă xqu
Y t@x Dy p Qpyq ^ x ă yq, @x Dy p Qpyq ^ y ă xqu

We’ll show that T has quantifier elimination. Since the only atomic
sentences of this language are J and K, it will follow that T is complete.

To show quantifier elimination, we consider the formula:

Dx

«

ľ

i

yi ă x^
ľ

j

x ă z j ^ p qQpxq

ff

We don’t need to consider the negated atomics, yn ­ă x and x ­ă zm, since
these are equivalent to yn ě x and x ě zm, which we can eliminate. Fur-
thermore, according to T , if Dx

“
Ź

i yi ă x^
Ź

j x ă z j
‰

, then there’s a
witness that’s rational (since this formula only references finitely many
yis and z js, and since Q according to T is both dense and coinitial/co-
final with R). Similarly, there will be such a number that is irrational.
Hence, we can just consider the formula:

Dx

«

ľ

i

yi ă x^
ľ

j

x ă z j

ff

But then by quantifier elimination of DLO, this is equivalent to just
Ź

i, j yi ă z j. Hence, T has quantifier elimination.

9. Prove that there are sets A, B such that A ­ďT B and B ­ďT A.

d ANSWER: See this problem, page 8. Since you don’t need the sets to
be r.e, the shorter Kleene-Post proof suffices.
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1. Prove or refute:

(a) If A and B are Σ0
1, then there’s a ∆0

1 set C that separates them.

(b) If A and B are Π0
2, then there’s a ∆0

2 set C that separates them.

d ANSWER (a,b): See this problem, page 83. For part (b) of this
problem, use part (b) of that problem, except relativize everything to
an oracle.

2. Let T be a decidable theory in a finite language with no finite models. Show
that T has a model A with universe N such that txϕpxq, ay | A ( ϕpaqu is re-
cursive.

d ANSWER: We proceed by simply constructing the canonical model for
T , and show that at every step of the construction is decidable. We’ll
achieve a complete theory Σ which yields a countable canonical model
(so the unvierse could just be N). And since the model is canonical, ev-
ery object is named by a closed term t. Hence, satisfaction of formulae
reduces to satisfaction of sentences.

First, we add constants c0, c1, c2, . . . to the language and enumerate
the sentences ϕ0, ϕ1, ϕ2, . . . of the expanded language. At stage 0, we
set Σ0 B T . At stage n ` 1, check to see if Σn Y tϕnu is consistent. This
can be done recursively since Γn B Σn ´ T is finite and T is decidable
(so you can just search for a proof of

Ź

Γn ^ ϕn Ñ K from T). If it
isn’t consistent, set Σn`1 B Σn. Otherwise, if ϕn B Dx ψpxq for some ψ,
then pick the least ci not yet used in Σn, and set Σn`1 B Σn Y tϕn, ψpciqu.
Otherwise, set Σn`1 B Σn Y tϕnu. Finally, set Σω B Σ B

Ť

i Σi.
Since each step in this procedure is decidable, we’ll get a canonical

model A where Th pAq “ Σω, which is decidable. And since A is the
canonical model, every element ofA is denoted by a closed term of the
expanded language. Hence, satisfaction in A reduces to the truth of
sentences (in the expanded language) in A, so txϕpxq, ay | A ( ϕpaqu is
decidable.
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3. Show that there is a nonstandard M ( PA and a nonstandard a P M such
that a is definable inM.

d ANSWER: Let M ( PA `  Con pPAq. Then there’s a nonstandard
a P M such thatM ( PrfPA pa, xKyq. Since for any ϕpxq, PA $ Dx ϕpxq Ñ
Dx pϕpxq ^ @y ă x  ϕpyqq, it follows there must be a least such a P M.
But then that least such a will be defined by ϕpxq ^ @y ă x  ϕpxq.

4. Let A be a model, and let a, b P A be two distinct elements. Show that the
following are equivalent:

(a) There is a definable function f for which f paq “ b.

(b) For any B ě A, and any automorphism σ : B Ñ B, if σpaq “ a, then
σpbq “ b.

d ANSWER:

(a) ñ (b): Suppose there is such an f that is definable, say by formula
ϕpx, yq. Suppose also that B ě A and that σ : B Ñ B is an
automorphism that fixes a. Then:

B ( f paq “ b Ø ϕpa, bq
Ø ϕpσpaq, σpbqq
Ø ϕpa, σpbqq
Ø f paq “ σpbq

Thus, σpbq “ b.

(b) ñ (a): Suppose there is no definable function f sending a ÞÑ b.
Add a new constant c to the language, and define the theory:

T B ElDiag pAq Y tb ‰ cu Y tϕpa, cq | A ( ϕpa, bqu

CLAIM: T is finitely satisfiable.
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d PROOF: Suppose not. Then there is a list of some
ϕ1pa, cq, . . . , ϕnpa, cq where ElDiag pAq $

Ź

i ϕipa, cq Ñ b “ c.
Hence, ElDiag pAq $ @z p

Ź

i ϕipa, zq Ñ b “ zq. Now, let:

ψpx, yq B
ľ

i

ϕipx, yq ^ @z

˜

ľ

i

ϕipx, zq Ñ y “ z

¸

By hypothesis, A (
Ź

i ϕipa, bq, so ElDiag pAq $ b “

c Ñ
Ź

i ϕipa, cq. Hence, ElDiag pAq $ b “ c Ñ ψpa, cq,
since ElDiag pAq $ @z p

Ź

i ϕipa, zq Ñ b “ zq. Further-
more, ElDiag pAq $ ψpa, cq Ñ b “ c, since trivially
ElDiag pAq $ ψpa, cq Ñ

Ź

i ϕipa, cq. Finally, ElDiag pAq $
@x, y, y1 pψpx, yq ^ ψpx, y1q Ñ y “ y1q, since ψpx, uq implies
Ź

i ϕipx, uq, so if ψpx, yq and ψpx, y1q,
Ź

i ϕipx, yq ^
Ź

i ϕipx, y1q,
which implies y “ y1. Hence, ψpx, yq defines a function f
where f paq “ b, K.

Hence, T is satisfiable by compactness. So there’s an elemen-
tary extension B ě A such and an automorphism σ : BÑ B such
that σpaq “ a and σpbq “ c, with c ‰ b.

5. Let L “ tU,Vu, where U,V are unary predicates. Describe all the complete
theories of L. Show that they are distinct and exhaust all the possibilities.

d ANSWER: The four things that such a complete L-theory needs to
specify are the number of elements in U ^ V, U ^  V,  U ^ V, and
 U ^  V. The theory in any particular case can either say that there
are exactly n-many things for some particular n P ω, or that there are
at least n-many things for all n P ω.

To show that any such theory T is complete, note that there are
only two cases: either T has only infinite models, or T has only finite
models of a certain size k. If the former, then any two models of T
will be isomorphic, since we can build the isomorphism just be sending
each element in U ^ V of the first model to a unique element in U ^ V
in the second, thus producing a bijection.
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If T only has infinite models, then by Downward Löwenheim-Skolem
it has countable models. But any two countable models will also be
isomorphic: just build the isomorphism as before, knowing that if any
case above is infinite, then the fact that the model is countable will
guarantee that you can still build a bijection between the two models.
Hence, T is ω-categorical, and so complete by Vaught’s test.

6. Show that Fin is Σ0
2-complete.

d ANSWER: To show that Fin is Σ0
2:

Finpeq ô We is finite
ô Ds , n rSeq psq ^ lh psq “ n^ @i, j ă n ppsqi ‰ psq jq^

@x px P We Ñ Di ă n ppsqi “ xqqs
“ Ds, n p∆0

1 ^ ∆
0
1 ^ ∆

0
1 ^ @x pΣ0

1 Ñ ∆
0
1qq

“ Σ0
2

To show it’s Σ0
2-hard, let Apeq iff Dx @y Rpe, x, yq, where R is ∆0

1. Define:

hpe, xq “

#

1 if @u ď x Dy  Rpe, u, yq
Ò otherwise

This is recursive, since R is ∆0
1, so let hpe, xq “ φspxqpyq. Then:

e P A ñ Dx @y Rpe, x, yq ñ Dx @z ą x phpe, zq Òq ñ speq P Fin
e R A ñ @x Dy  Rpe, x, yq ñ @x phpe, xq Óq ñ speq R Fin

This completes the reduction.

7. LetA “ xA, I, f , g, . . .y be a structure in a finite language L, where I is a unary
predicate and f , g are binary functions. Let π be an isomorphism between
xN,`,ˆy and xI, f æ I, g æ Iy. Show that tπpxϕyq | A ( ϕu is not definable over
A without parameters.
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d ANSWER: I will simplify the notation and let A B xA,N,`,ˆ, . . .y
with N Ď A. Since L is finite, the natural numbers can still code up
formulae from L, so we’ll let xϕy denote the gödel number in this new
coding system of ϕ. The result, then, is that we want to show that
txϕy | A ( ϕu is not definable (without parameters).

Suppose it were definable, let’s say by the formula τpxq. In other
words, A ( τpxϕyq ô A ( ϕ (do you smell a Liar?). Suppose that
something like the Fixed-Point Lemma holds for A—that is, suppose
for every formula ϕpxq, there’s a sentence δ such that A ( δ Ø ϕpxδyq.
Then it follows that there’s a sentence λ such that A ( λ Ø  τpxλyq.
But since A ( λØ τpxλyq, A ( τpxλyq Ø  τpxλyq, K.

CLAIM: For any formula ϕpxq, there is a sentence δ such that
A ( δØ ϕpxδyq.

d PROOF: Since coding for L can still be done recursively on N,
define the following recursive function on N:

subpn, vq “

#

xθpnqy if v “ xθpxqy
0 otherwise

Now, N ( subpn, xθyq “ z Ø z “ xθpnqy for all θ and n. Hence,
A ( Npnq Ñ psubpn, xθyq “ z Ø z “ xθpnqyq, i.e. A ( subpn, xθyq “
z Ø z “ xθpnqy for all n P N. Now define:

αpxq B Dy psubpx, xq “ y^ ϕpyqq
δ B αpxαyq

Then:

A ( δØ Dy psubpxαy, xαyq “ y^ ϕpyqq
Ø Dy py “ xα pxαyqy^ ϕpyqq
Ø ϕpxδyq

Hence A ( δØ ϕpxδyq.

90



June 2008

This completes the proof. Note that it works because the proof of
the Fixed Point Lemma doesn’t depend on ϕ being in the language of
PA: we don’t use anything about ϕ for the proof.

8. Give an example of first-order languages L Ď L
1

and complete theories T Ď
T 1 with T in L and T 1 in L

1

such that T 1 is ℵ1-categorical, but T is not. Show
that your example works.

d ANSWER: Let L “ tEu, where E is a binary predicate, and let T
be the theory stating that E is an equivalence relation, and that there
are exactly two equivalence classes, both of which are infinite. T is
ℵ0-categorical, since if A is a countable model of T , its two equiva-
lence classes must both be countably infinite, so there will be a bijec-
tion between those equivalence calsses and those of any other count-
able model. Hence, by Vaught’s test, T is complete. However, T is
not ℵ1-categorical. One uncountable model of T is the one with two
uncountable equivalence classes; another nonisomorphic model is one
with an uncountable class and a countable class.

Now, let L
1

“ tE, f , cu, where f is unary function symbol and c is
a constant, and let T 1 be like the theory T except it states that f is a
bijection between the two classes, with c being in the domain of f . That
is, T 1 will contain:

• T

• “ f is a bijection”

• “For all x, if Epx, cq, then f pxq “ y where  Epx, yq. Otherwise,
f pxq “ x”

We can extend the reasoning as before in T to show that T 1 is ℵ0-
categorical. One just simply has to make sure that, when building
the isomorphism h, hpcAq “ cB, and that hp fApaqq maps to f Bphpaqq,
which is easy enough. Hence, T 1 is complete. But now, in fact, it is also
ℵ1-categorical, since there must be a bijection between the two equiv-
alence classes, so the model of T where one class is countable is no
longer a model of T 1.
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1. Prove or disprove: ifM ( PA is nonstandard, and a P M is nonstandard, then
a is not definable.

d ANSWER: False. See here, page 87.

2. Show that Rec is Σ0
3-complete.

d ANSWER: The proof is rather involved, and I won’t give it here. See
Soare [6] for a proof. It showing that pΣ0

3,Π
0
3q ď1 pCof,Cplq, where Cpl

is the set of indices that are Turing equivalent to K. There’s also a proof
in Rogers [5] that uses a priority argument directly.

3. Let L be a countable language, and let T be a theory with infinite models.
Show that there is a model of size ω1 in which at most ω-many 1-types are
realized.

d ANSWER: Let T˚ be the skolemization of T , and let A ( T˚ be
countable.a Clearly, A is a model which can only realize countably
many 1-types.

LetM be an Ehrenfeucht-Mostowski model of ElDiag pAq with spine
xω1,ăy. Consider B B Hull ptcα | α P ω1 uq. B still satisfies the same
quantifier-free formulae over A as A (since the elements of a were de-
noted by constants in ElDiag pAq, and thus included in the generated
substructure), so B ě A since T˚ is a Skolem theory. Hence, the ele-
ments of A all still satisfy the same 1-types, so it suffices to check that
the elements of B´ A only satisfy countably many more new 1-types.

Notice that the cαs all satisfy the same 1-type (since each cα is an
order-indiscernible sequence of length one). Hence, at most one more
1-type could have been realized by them. So it suffices to check that
only countably many more 1-types are realized by elements of the form
tpc, aq, where t is a term and a P A. And since there are only countably
terms (countable language) and only countably many finite sequences
of elements from A (A is countable), it suffices to check that fixing t
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and a, there are only countably 1-types realized by elements of the
form tpc, aq (since then there would only be at most ℵ3

0 “ ℵ0 many
more 1-types realized).

Since cαs are order-indiscernibles, only the relative order of c mat-
ters. That is, if tpx, aq is our term, and the length of x is n, there are
only at most n! different new 1-types that could be realized as a result
of plugging in the order-indiscernible constants for x.b,c Since this ap-
plies for each n P ω, that means that there can only be ℵ0 many more
1-types realized by elements of the form tpc, aq.

Hence, there are only at most ℵ0 many 1-types realized in B.

a The skolemized language is still countable, so this is allowed by Downward
Löwenheim-Skolem.

b It might help to give an example. Suppose the term tpx1, x2, x3, aq has 3 opens
slots. Then there are at most six more new 1-types that could be realized, based on
the following terms:

• tpc1, c2, c3, aq

• tpc1, c3, c2, aq

• tpc2, c1, c3, aq

• tpc2, c3, c1, aq

• tpc3, c1, c2, aq

• tpc3, c2, c1, aq

Since any other sequence of length three is order-indiscernible, it doesn’t mat-
ter which constants appear instead of c1, c2, c3. For instance, the 1-type realized by
tpc1, c3, c2, aq is the same as the type realized by tpc5, cω, c20, aq since c5 ă c20 ă cω is
the same relative order as c1 ă c2 ă c3.

c The way EM models are constructed in Hodges [2], this isn’t strictly necessary
aparently: there should only be one n-type realized by each of these terms. But I’m
following Marker [4] here.

4. (a) Show that there is a pair of recursively inseparable r.e sets.

(b) Show that any pair of disjoint Π0
1 sets is recursively separable.

d ANSWER (a,b): See this problem, page 5, for part (a), and this
problem, page 83, for part (b).

5. Let L “ tUu, where U is a unary predicate. Prove or disprove: the set of
validities in L is recursive.
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d ANSWER: True. We’ll prove this by showing that this language has the
finite model property: that is, if an L-sentence ϕ is satisfiable, then it
has a finite model. In fact, we’ll be able to show that it has a model of
size no greater than 2n, where n is the number of variables occurring
in ϕ. It will follow that we can determine whether ϕ is valid just be
running through the finitely many finite models of size no greater than
2n and just check whether  ϕ holds in any of them.

Let A be an L-structure, with some tuple of elements a, b P A of the
same length. We’ll say that a and b match just in case:

(i) For each i, A ( Upaiq iff A ( Upbiq

(ii) For each i, j, ai “ a j iff bi “ b j.

Now, let n be the number of variables occurring in ϕ. If A has no more
than n-many elements satisfying p qUpxq, then let B`pB´q be the subset
of A containing those elements; otherwise, let B`pB´q contain exactly
n-many elements satisfying p qUpxq. Let B “ B` Y B´, and define a
model B B xB,U æ By. Notice that B is of size no greater than 2n.

CLAIM: B ( ϕ.
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d PROOF: We will proceed by induction on the complexity of
subformulae in ϕ. We’ll show that if a P A and b P B match,
then for any subformula ψpxq of ϕ (with say k ď n free variables,
possibly k “ 0), A ( ψpaq iff B ( ψpbq.

Atomic: Either ψpxq is Upxq or ψpx, yq is x “ y. In the former
case, since a matches b, and since UB “ UA æ B, A ( Upaq
iff B ( Upbq. In the latter case, since a1, a2 matches b1, b2,
then a1 “ a2 iff b1 “ b2. X

Boolean Combos: Straightforward. X

Existential: ψpxq is Dy θpx, yq, where the inductive hypothesis
holds for θpx, yq. Then A ( ψpaq iff for some c P A, A (

θpa, cq. Note that k ă n, where k is the length of x. By
inductive hypothesis, if there is a d such that a, c matches
b, d, then we’ll haveA ( θpa, cq iff B ( θpb, dq. So it suffices
to show that there is a d such that a, c matches b, d.

If c “ ai for some i ď k, then we can just set d “ bi as
well. Otherwise, suppose WLOG that A ( Upcq (the same
reasoning applies to  Upxq). Either |UA| ď n, or |UA| ą n.
If |UA| “ m ď n, then by construction UB “ UA. Since
there are strictly less than m-many of these elements among
a, there will be strictly less than m-many of these elements
among the matching b, and hence there will be another
d P UB not among b. If |UA| ą n, then there will be exactly
n-many things in UB. But since k ă n, there will still be
a d P UB not among b (since there’s only k-many). Either
way, there’s a d such that a, c matches b, d. X

Hence, by induction, A ( ϕpaq iff B ( ϕpbq.

Since B was of size at most 2n, this completes the proof.10

10 The proof could easily be extended to show that monadic first-order logic is decidable. If L
had, say, finitely many unary predicates P1pxq, . . . , Pmpxq, then by revising the first clause in the
definition of matching to say A ( P jpaiq iff A ( P jpbiq for all j ď m, the proof should go through
as expected, but now the size of your model needs to be n ¨ 2k, where k is the number of predicates
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6. Show that the class of existentially closed groups is not first-order axiomatiz-
able.

7. Suppose f is a total recursive function. Prove or disprove:

(a) There is an e such that W f peq “ teu.

(b) There is an e such that We “ t f pequ.

d ANSWER (a): False. We’ll construct a counterexample. Let:

hpe, xq “

#

1 if x ď e` 1
Ò otherwise

Clearly, h is recursive, so there’s a total recursive function f such that
hpe, xq “ φ f peqpxq. But then W f peq “ t0, . . . , e` 1u for all e. So |W f peq| ě 2
for all e, and hence there can be no such e where W f peq “ teu.

d ANSWER (b): True. Define:

hpe, xq “

#

1 if x “ f peq
Ò otherwise

Clearly h is recursive, and so there is a total recursive s such that
hpe, xq “ φspeqpxq. That is, Wspeq “ t f pequ for all e. But then, by the
Recursion theorem, there’s a d such that Wspdq “ Wd “ t f pdqu.

8. Let T be a ℵ0-categorical theory in a countable language L, and letA ( T be
countably infinite. Determine the cardinality of the automorphism group of
A. Prove you’re right.

occurring in ϕ. You’ll then need to ensure that every combination of literals among the Pis have at
most n-many elements in B. This could easily extend further for the case where you have countably
infinitely many unary predicates.
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d ANSWER: We argue that the cardinality of the automorphism group
must be 2ℵ0 as follows. Let T˚ be the skolemization of T and let A˚ be
the model expanded from A. Note that A˚ is still countable.

Consider a countable Ehrenfeucht-Mostowski model M of
ElDiag pA˚q whose spine is ω ˆ Q (with lexicographical ordering), and
consider B B Hull ptca | a P ωˆ Quq. B is still countable, and still sat-
isfies T˚, since in Skolem theories every substructure is elementary.
Hence, B æ L – A, so it suffices to show that there are 2ℵ0 automor-
phisms on B (as those will correspond to automorphisms on A).

For every X Ď ω, we define a mapping σX on ωˆ Q as follows:

σXpxn, qyq “

#

xn, q` 1y if n P X
xn, qy otherwise

That is, σX just shifts the elements in the Q-chains associated with el-
ements in X. This preserves the order of ω ˆ Q, and so is an automor-
phism on σX. Since automorphisms on the order extend to automor-
phisms on the model, and since there are 2ℵ0-many distinct subsets of
ω, it follows that there are 2ℵ0-many distinct automorphisms on B.

9. Prove or disprove: addition is definable in xQ, ¨y.

d ANSWER: False. We will show that there is an automorphism σ (i.e.
a map preserving multiplication) that does not preserve addition as
follows. If q P Q is reduced form can be written as q “ m{n, where
m, n P N and the prime factorization of m is m “ 2k1 ¨ 3k2 ¨ ¨ ¨ ¨ ¨ pki

i , then
our mapping will sent q ÞÑ m1{n where m1 “ 2k2 ¨3k1 ¨ ¨ ¨ ¨ ¨ pki

i (that is, just
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switch the exponents of 2 and 3). Then:a

σpq ¨ rq “ σ

ˆ

mq

nq
¨

mr

nr

˙

“ σ

˜

2k1 ¨ 3k2 ¨ ¨ ¨ ¨ ¨ pki
i

nq
¨

2l1 ¨ 3l2 ¨ ¨ ¨ ¨ ¨ pl j

j

nr

¸

“ σ

˜

2k1`l1 ¨ 3k2`l2 ¨ ¨ ¨ ¨ ¨ pki`li
i ¨ ¨ ¨ ¨ ¨ pl j

j

nq ¨ nr

¸

“
2k2`l2 ¨ 3k1`l1 ¨ ¨ ¨ ¨ ¨ pki`li

i ¨ ¨ ¨ ¨ ¨ pl j

j

nq ¨ nr

“
2k2 ¨ 3k1 ¨ ¨ ¨ ¨ ¨ pki

i

nq
¨

2l2 ¨ 3l1 ¨ ¨ ¨ ¨ ¨ pl j

j

nr

“ σ

˜

2k1 ¨ 3k2 ¨ ¨ ¨ ¨ ¨ pki
i

nq

¸

¨ σ

˜

2l1 ¨ 3l2 ¨ ¨ ¨ ¨ ¨ pl j

j

nr

¸

“ σ

ˆ

mq

nq

˙

¨ σ
´mr

nr

¯

“ σpqq ¨ σprq

Hence σ preserves multiplication, and thus is an automorphism on
xQ, ¨y. But it doesn’t preserve addition: for instance, σp2` 2q “ σp4q “
σp22q “ 32 “ 9, whereas σp2q ` σp2q “ 3` 3 “ 6.

a WLOG, assume i ă j here.
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